1 Introduction

1.1 Motivation

Current training systems for commercial or military purposes usually involve live exercises whereby the trainees will be asked to execute certain situational tasks in order to evaluate their performance. However, it is costly and usually logistically complex to use real-life actors and the actual equipment for the exercises. Also, in situations whereby it is too risky for training to be carried out, the performance of the trainees can only be accessed by asking them questions and their answers evaluated by instructors.
With the advent of computers and advances in computer graphics technology and hardware capabilities, there exists great potential with using computer-simulated training systems, in particular virtual reality training systems, to augment real-world training. The aim here is not to completely replace mock-ups and live exercises, but to reduce the number of live exercises required to achieve the desired training results. Virtual reality has the potential to enhance current training by providing a dynamic, hands-on simulation of an environment with scenarios and virtual humans that both will respond, positively or negatively, to the trainee’s actions, as if the trainee is in the real world. 
As these training systems and tasks usually involve human interaction with the physical world, there is a need to have virtual humans in these systems to simulate the real-life situations to be as close to reality as possible. However, visualising the appearance, capabilities and performance of humans is a very important and challenging application, not forgetting the interactivity and autonomy of the virtual humans in the artificial environments. 
Many efficient methodologies have been identified by researchers to model the appearance of virtual human models, and with the help of commercial 3D software packages, the complexity of the work to create the appearance of a virtual human model has been greatly reduced. However, the modeling of the behaviour and animation of virtual humans still remains a great concern for researchers dealing with real-time virtual humans. Many of the techniques that had been used in animation systems, like skeletal animation, real-time deformation and skinning of meshes, are now established methods for the implementation of real-time 3D character animation. Out of all these, the method of animating models by manipulating an attached skeleton, known as skeletal animation systems, has become the most common and preferred technique for producing lifelike character animations, as that is how a real-life human body actually moves. 
Thus, this project seeks to explore ways to portray realistic looking virtual humans, and model the real-time life-like behaviour of these virtual humans in virtual environments for use in training simulations.
1.2 Organisation

This paper describes briefly the exploratory work done in evaluating the capabilities of new software in creating a virtual interactive humanoid for use in virtual reality applications. Section 2 presents a review of the current humanoid body animation techniques, the Cal3D skeletal animation system, vjAvatar toolkit, and also current humanoid creation software packages. Next, the implementation of techniques in the creation of the virtual human will be discussed in section 3, from the polygonal modeling of the mesh and the use of skeletal animation system to animate the humanoid in 3D Studio Max®, to then exporting it using the Cal3D character animation library for use in virtual reality applications via the vjAvatar toolkit. The creation of the battlefield scene to be used for the application will also be briefly discussed in section 4, together with the testing of the model in the VR Juggler application and the modification work done to the software engine to control the virtual human. Finally, the conclusion and recommendations for future work will be presented in section 5.
1.3 Contribution

The work carried out in this project has contributed the following to the knowledge of virtual humanoid creation for virtual reality applications:

· A step by step methodology for creating a virtual human model has been formulated, using 3D Studio Max® as the modeling, texturing, skinning and animation tool and skeleton setup via the Character Studio plug-in.
· The Cal3D exporter and environment files are successfully set up on the workstation for future humanoid creation.
· A step by step methodology has been identified to export the 3D Studio Max® model into the Cal3D format files for further usage in VR Juggler applications via the vjAvatar toolkit.
· Exploration of 3D Studio Max® to create the scenes to be used in the virtual environment of the simulation and export for use in either OpenSceneGraph or Java3D platform has been carried out.
· Modification is successfully done to existing source code of the software engine responsible for controlling and modeling the behaviour of the virtual human to smooth the transitions between animations and improve on the algorithm and timing of the Finite State Machine.
· Problems have been identified with using the Cal3D character animation library with the Finite State Machine to control the virtual humanoid in the application, namely the undesired shift in centre of mass of the model, lack of IK feature and irregular motion of virtual human due to triggering of states.
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