Chapter 4                                                                   Protection of Information Systems 


4. PROTECTION OF INFORMATION
    SYSTEMS

Several types of threats to information systems were considered in previous chapters. In this chapter the methods of protection will be described. 

Today’s protection of information systems can be roughly divided in two important areas: prevention and active protection. Prevention includes all measures to be taken before a security incident happens. Active protection includes tools and methods for real – time protection.

4.1. Prevention 

Prevention is the most important part of overall information protection framework. It includes some non – technical methods such as establishing security policy, security standards, defining security procedures, education and training, regular checking of employees and equipment, raising the level of knowledge of existing laws concerning computer crime. The most highly publicized computer security breaches are hacker attacks, but security experts say the biggest dangers, both accidental and deliberate, to information technology resources are within the organization. Threats range from employees choosing easily guessable passwords, not backing up data, or leaving connected computers unattended, etc. That is why raising the level of awareness of security risks within the organization is extremely important. Therefore is the understanding of security risks the first step in developing a security policy and securing organization’s network.

The key to providing consistent, cost effective, efficient, and appropriate levels of security in an organization is to ensure that the direction of security has been carefully considered, documented and communicated. The security policy and its supporting standards provide this direction, in terms of the security requirements of the organization. Without it security would be implemented on an ad hoc basis leading to costly inconsistencies and, very likely, flaws in the protection offered. The prevention methods are described in more detail in Appendix B.

4.2. Active Protection

Although prevention is the most important aspect of security, attention should also be paid to other means of protection. So, for a safer and more secure information system we use all means of protection. After prevention, the next step is active protection. Active protection means to apply in real conditions all the measures defined by security policy, standards and procedures. In general, active protection consists of network and Internet security, system and applications protection, incident response and implementing laws concerning computer crime.

4.2.1. Network and Internet Security

 Network and Internet security includes protection of communication devices such as modems, controlling access to servers, network monitoring, network scanning, securing network services, securing network configuration, filtering network traffic (routers, firewalls). 

4.2.1.1. Secure Modems

Securing modems is one of the important steps in securing information inside an organization and elsewhere. Modems raise a number of security concerns because they are a link between the computer and the outside world. They are a popular and widely used tool for breaking into networks because they are often unguarded. The first step to protect modems is their physical protection, i.e. placing them in a physically secure location. They should be protected from rewiring or altering. Further, their telephone numbers should be protected and monitored. The modem access should be authorized allowing that way easier tracing of an intruder.

4.2.1.2. Scanners

As it was already mentioned earlier, networks are prone to security threats because of their ability to let users exchange and modify information. That is why it is important that networks be regularly checked and monitored for any signs of unusual activity. There are numerous tools, which allow network scanning for known vulnerabilities. 

Scanner is a program that automatically detects security weaknesses in a remote or local host. Most of the scanners are TCP ports scanners, which are programs that attack TCP/IP ports and services, such as telnet or ftp, and record the response from the target. Although they are commonly written for execution on Unix workstations, scanners are now written for use on almost any operating system. The primary attributes of a scanner are: a) the capability to find a machine or network, b) the capability, once having found a machine, to find out what services are being run on the host, c) the capability to test those services for known security vulnerabilities.

There are many scanners available on the Internet. Some of the most popular are: ISS (Internet Security Scanner), Strobe, SATAN (Security Administrator’s Tool for Analyzing Networks), Jakal, etc.

4.2.1.3. Firewalls

In terms of security, the best way to protect information in an organization is physical isolation. Some companies and organizations still feel that it is best not to connect to outside networks since the risk of security breaches is too high. However, today it is hard to resist the opportunities the Internet provides. E-mail, news, WWW and other services are a useful tool in any business. That is why some organizations use firewalls to protect their security, thus retaining some amount of isolation but still be connected to the outside information world. 

One of the main ideas behind a firewall is that the network will remain theoretically invisible (or at least unreachable) to anyone not authorized to connect. This process works through the exclusionary schemes that one can apply using a firewall. 

There are different kinds of firewalls, and each type has its advantages and disadvantages. The most common type is referred to as a network – level firewall.

Network – level firewalls are usually router based. The rules of who and what can access the network is applied at the router level. This scheme is applied through a technique called packet filtering, which is the process of examining the packets that come to the router from the outside world. The source address of each incoming connection (that is, the address from which the packets originated) is examined. After each IP source address has been identified, whatever rules were instituted will be enforced. For example, the router can reject any packets forwarded from evil.com. 

These packets never reach the internal server or the network beneath it. Router – based firewalls are fast because they only perform cursory checks on the source address and therefore there is no real demand on the router. There are many free and commercial packet-filtering tools on the Internet such as TCP_Wrappers, NetGate, Internet Packet Filter, etc.

There are also other types of firewalls. A common type is application – proxy firewall (sometimes referred to as application gateway). Application gateways are software based. When the remote user contacts a network running an application gateway, the gateway blocks the remote connection. Instead of passing the connection along, the gateway examines various fields in the request. If these meet a set of predefined rules, the gateway creates the bridge between the remote host and the internal host. For example, in a typical application gateway scheme, IP packets are not forwarded to the internal network. Instead, a type of translation occurs, with the gateway as the conduit and interpreter. This gateway scheme has a cost in terms of speed. Because each connection and all traffic are accepted, negotiated, translated and reforwarded, this implementation can be slower than router – based packet filtering. A typical example of an application – firewall package is the TIS (Trusted Information Systems) FWTK (Firewall Tool Kit).

Although firewalls are a very useful tool in protecting the security of information since they control the amount and kinds of traffic between the external and internal network of the organization they should always be used in addition to other measures to maintain a high level of security. Packet filters, when used in conjunction with powerful auditing tools, can greatly assist in protecting the network and identifying intruders.

4.2.1.4. Sniffers

A sniffer is any device, whether software or hardware, that collects information traveling along a network. That network could be running any protocol: Ethernet, TCP/IP, IPX, or others (or any combination of these). Attackers to information system more often use sniffers to collect passwords, but if they are used properly they may be used for the network traffic control. 

The purpose of the sniffer is to place the network interface, e.g. Ethernet adapter, into promiscuous mode and by doing so, to capture all network traffic. Promiscuous mode refers to that mode where all workstations on a network listen to all traffic, not simply their own. In other words, non-promiscuous mode is where a workstation only listens to traffic route in its own address. In promiscuous mode, the workstation listens to all traffic, no matter what address this traffic was intended for.

Sniffers capture network traffic. This network traffic, irrespective of what protocol is running, is composed of packets. These are exchanged between machines at a very low level of the operating system network interface. However, they also may carry vital data, sometimes very sensitive data. Sniffers are designed to capture and archive that data for later inspection. 

4.2.2. Individual System Protection

 System protection includes user authentication, regular checking of security holes in the system, monitoring activities in the system, monitoring accounts and recovery procedures. 

4.2.2.1. Auditing and Logging Tools

Before any other security measures become meaningful, there must be a way to reliably identify authorized computer system users and lock others out. Once identified, authorized users should have limited access to the system's resources, consistent with their work responsibilities. The most commonly used authentication technique is a password. But many passwords can be easily guessed, which is why more sophisticated authentication techniques are needed. Every administrator should know weak spots in his system and monitor them closely. 

Auditing and logging tools are suitable for system monitoring, access control, checking security holes in the system. There are many various types of such tools, most of them available on Internet, such as COPS, Argus, NetLog, etc.

4.2.2.2. Intruder detection

Intruder detection system observes user behavior on a monitored computer system and learns what is normal for individual users, groups of users and the overall system behavior. Observed behavior is marked as a potential intrusion if it deviates significantly from the expected behavior. 

An intruder is likely to exhibit a behavior pattern that is significantly different from that of a legitimate user and can be detected through observation of this statistically unusual behavior. This idea is the basis for enhancing system security by monitoring system activity and detecting atypical behavior. Such a monitoring system is capable of detecting intrusions that could not be detected by any other means, e.g. intrusions that exploit unknown vulnerabilities. In addition, there can be included detection of intrusions that exploit known vulnerabilities through the use of explicit expert-system rules. An example of such a tool is IDES (Intrusion-Detection Expert System), being developed at SRI International’s Computer Science Laboratory. It is a comprehensive system that uses statistical algorithms for anomaly detection, as well as an expert system that encodes known intrusion scenarios.

4.2.3. Applications protection

Applications protection means use of legal software, anti-virus protection, and regular installing of patches and fixes to remove existing security holes.

4.2.3.1. Anti-virus protection

There are many tools available for protection against computer viruses. They can roughly be divided in three types: activity monitors, integrity checking or change-detection tools and scanners.

4.2.3.1.1. Activity monitors

An activity monitor watches for suspicious activities in computer system. It may, for example, check for any calls to format a disk or attempts to alter or delete a program file while a program other than the operating system is in control. It may further check for any program that performs “direct” activities with hardware, without using the standard system calls.

The drawback of activity monitors is great amount of false alarms. It is very hard to tell the difference between a word processor updating a file and a virus infecting a file. An activity monitor may continually ask for confirmation of valid activities, so the user can decide to switch it off. Restricting the operations that a computer can perform, some of computer viruses can be eliminated. Unfortunately, that way the most of the usefulness of the computer is eliminated too.

There are several activity monitors available, such as Flu Shot or NVC.SYS

4.2.3.1.2. Integrity checkers

Integrity checkers or change detectors are programs that examine system and/or program files and configuration, store the information, and compare it against the actual configuration at a later time. Most of these programs perform a checksum or cyclic redundancy checks (CRC) that will detect changes to a file even if the length is unchanged. Some programs will use sophisticated encryption techniques to generate a signature, which may in some extent prevent the virus attack. 

A sufficiently advanced integrity checker, which takes all factors including system areas of the disk and the computer memory into account, has the best chance of detecting all current and future viral strains. There are numerous implementations of integrity checking software. Some versions run only at boot time; others check each program as it is run. They may attach a small piece of code to the programs they are protecting, although this may cause programs that have their own change-detection features, or nonstandard internal structures, to fail. Some programs only protect system software; others only protect program files. Integrity checkers may keep the signature file in the root directory or in the “local” directories. 

However, change detection also has the highest possibility of false alarms, since it will not know if change is viral or valid. The addition of intelligent analysis of the changes detected may assist with this failing.

The most known example of an integrity checker is Integrity Master.

4.2.3.1.3. Scanners

Scanners are programs that looks for known viruses by checking for recognizable patterns (“scan strings”, “search strings”, “signatures”). They examine files, boot sectors and memory for evidence of viral infection. These programs generally look for sections of program code that are known to be in specific viral programs, but not in most other programs.

There are several variations of such programs. TSR scanner is a memory resident program that checks for viruses while other programs are running. It may have some of the characteristics of an activity monitor. VxD scanner is a scanner that works under MS Windows platform, which checks for viruses continuously. Heuristic scanner is a scanner that inspects executable files for code using operations that might denote an unknown virus.

The scanners can only find infections after they occur, but that does not mean that scanners cannot play a preventive role in protecting the system. If scanner is used consistently to check each disk or file that enters a system, and is kept up to date, the chance of a viral infection being allowed to enter is greatly reduced.

The most known examples of scanners are F-Prot and AVP.

4.3. Automated Adaptive Protection Systems

The protective tools can be roughly divided into two types: non - adaptive ones and adaptive automated protective tools. Non – adaptive tools were described earlier and are still prevailing today while fully adaptive automated protection tool exists mostly as a concept. Nevertheless, it is worthwhile to present this concept which will certainly get more attention in the near future.

Automatization of the protection systems and using adaptiveness allows easy handling (user friendliness) and can reduce error level. Adaptiveness is the ability of a system to adapt to changes that could significantly influence the existence of the system. Adaptive systems receive information about their environment and about the desired behavior of the system. On the basis of that information the system can change the performance of system till (ideally) the real behavior of system corresponds to the desired one. 

4.3.1. Concept of Adaptive System

Adaptive system works in environment which manifestations z are represented by the set Z. The system must receive some information about the desired behavior from set M. The system’s real behavior is determined by some decision rule (algorithm), i.e.

 y = d(z,q) where q is variable part of system which can be changed during adaptation. The aim of an adaptive system is to set adequate behavior y, i.e. to adjoin corresponding y to each pair [z,m] to obtain the minimum loss by criterion Q(z,m,q) which evaluate the difference between the desired (m) and the real behavior (y) and represents the price which has to be paid for the adaptation.
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Figure 4.3.1. Adaptive system

Adaptive system is system with two inputs and one output which is:

    1.) described by:


AS = [ Z, M, Y, D, Q ]

         where:

         Z is a set of environment manifestations; z is element of Z
         M is a set of information about desired behavior; m is element of M
         Y is a set of outputs; y is element of Y
         D is a set of decision rules, y = d(z,q)

         Q is a criterion for minimum loss Q(z,m,q)

    2.) and for each pair [z,m,] is searching for parameter q' for which the following
         holds:


Q(z,m,q') = min Q(z,m,q)

                                   q

In an adaptive systems the new parameter of adaptation q is set every time the criterion Q does not reach a minimum. Adaptation process can consist of few iterations, taken regardless on previous value of q. In that case adaptive systems does not “memorize” information about previous behavior.

If an adaptive system has the ability to memorize previous behavior and to set the parameter q on the basis of such “experience” it means that adaptive system has ability to “learn”. 

The approximate model of an adaptive protection system is shown in Fig.4.3.2.
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                                   Figure 4.3.2. Adaptive Protection System

Where:

    S is the information system, which is to be protected

    O.E. is observing element

    M is the model of desired behavior (security model)

    A is adaptive mechanism

    R is regulator

    uc is the control signal

    u is the input signal to computer system

    v is the signal of disturbance to system, e.g. computer virus or intrusion attempt

    y is the output signal from computer system, which represents the real state of 
       computer system

    yo is the output signal from observing element

    ym is the information from the model of desired behavior

    q is the output signal from the adaptive mechanism, it is variable parameter of the
       regulator

The term “signal” refers here to any interpretable sequence of symbols (data, instruction, etc.).

4.3.2. Model of Desired Behavior (Security Model)

The model of desired behavior gives information about standard allowed features in the information system. It may be based on one of existing security models. Those models can be combined or an arbitrary new security model can be used. The records in security model’s database may have the form:


[SYSTEM FUNCTION; SUBJECT; OBJECT; PARAMETER]

Subjects are users, processes, etc. Objects are files, programs, etc. The set of possible system functions includes: get access, give access, create object, delete object, change object security level, change subject security level, etc. Parameters indicate the kind of access allowed.

4.3.3. Observing Elements

Observing elements check performance and vital parts of the computer system.  The results may be stored in audit database which records have the same form as those in security model’s database. Parameters in audit database records indicate the kind of access requested.

4.3.4. Adaptive Mechanism

The main task of the adaptive mechanism is to alter the performance of the regulator when an “abnormal” state of the computer system is detected. More detailed scheme of adaptive mechanism is shown on Figure 4.3.3.
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Figure 4.3.3. Adaptive Mechanism

Where:

    R.E. is recognition element

    K.D. is knowledge database

    Q.E. is criterion element

    A.E. is adaptive element

    e is output signal from recognition element, i.e. signal of difference

    f is signal from criterion element to recognition element

    g is information from/to knowledge database

    h is output signal from criterion element

    ym, yo, u, q are signals as noted earlier in the text

Recognition element compares the signals from security model and observing element. Additionally it can compare the signal yo with information stored in knowledge database(s). Knowledge database contains records about known irregular states. There can be more than one such database. On the basis of performed comparisons, recognition element gives the signal of difference e to the criterion element. Criterion element checks if the received signal is in the limits of the certain criterion of adaptation. It passes the signal h to adaptive element which sets corresponding parameter q for the regulator.

4.3.5. Regulator

The regulator keeps information system in standard (“regular”) state of performance according to information given from the adaptive mechanism.  It activates observing elements. Furthermore, regulator performs the routines for reconstruction of “normal” state of the computer system.

4.3.6. Principal work

The performance of information system S can be approximated by linear mathematical process:


A(p)y(k) = B(p)u(k) + C(p)v(k)                                                        (4.3.6.1)
Where:

    k is index of time

    y(k) is output signal

    u(k) is input signal

    v(k) is disturbance signal (e.g. computer virus or an intrusion)

    p is operator of precedence/delay

    A(p), B(p), C(p) are polynoms in p of na, nb, nc order

The equation (4.3.6.1) may be rewritten as:

 
y(k) = B*(p)u(k) + C*(p)v(k)                                                           (4.3.6.2)
where:


B*(p) = B(p)/A(p)


C*(p) = C(p)/A(p)

The observing model O.E. measures y(k) and gives its output yo(k). In ideal case (measurement errors neglected) holds:


yo(k) = y(k) = B*(p)u(k) + C*(p)v(k)                                              (4.3.6.3)
The model of desired behavior M gives an output signal ym when receiving control signal uc (M maps uc to ym):


M : uc ( ym                                                                                     (4.3.6.4)
Signal ym has a form:


ym (k) = M(p)u(k)                                                                            (4.3.6.5)
where M(p) is a polynom in p of nm order.

Recognition element R.E. compares first yo(k) and ym(k) and gives the signal of difference e(k): 


e(k) = ym(k) - yo(k) = M(p)u(k) - B*(p)u(k) - C*(p)v(k) =

                      = [M(p) - B*(p)]u(k) - C*(p)v(k)                                          (4.3.6.6)
Signal e(k) is sent to criterion element Q.E. that checks if received signal is in the limits of certain criterion of adaptation. The condition for criterion function Q[e(k)] to have an extreme is:


( Q[e(k)] = grad Q[e(k)] = 0                                                               (4.3.6.7)
It is required that criterion function Q[e(k)] has only one extreme, i.e.  minimum.

If minimum is not found in the first try, criterion element Q.E. sends signal f to recognition element R.E that performs then further comparison. It compares yo(k) with g(k), an information from knowledge database K.D. :


g(k) = K(p)w(k) = K1(p)u(k) + K2(p)v(k)                                             (4.3.6.8)

e'(k) = g(k) - yo(k) = K(p)w(k) - B*(p)u(k) - C*(p)v(k) =

                      = K1(p)u(k) + K2(p)v(k) - B*(p)u(k) - C*(p)v(k) =

                      = [K1(p) - B*(p)]u(k) - [K2(p) - C*(p)]v(k)                                (4.3.6.9)
This new signal of difference e’(k) is sent again to criterion element and the minimum is searched for Q[e’(k)]. It is possible to have more than one knowledge database, so the above procedure can be repeated several times. When the final result of searching minimum procedure is obtained, criterion element sends a signal h to adaptive element, which accordingly sets the parameter q for the regulator R.

From (4.3.6.6) and (4.3.6.7) follows that minimum is obtained in the first try when:


[M(p) - B*(p)] = 0 => M(p) = B*(p) ; C*(p) = 0                                 (4.3.6.10)
This means that the ideal “normal” state of the computer system is obtained when real state corresponds to the desired one:


y(k) = ym(k) = M(p)u(k)                                                                       (4.3.6.11)
Parameter q has to be set in the way that the regulator keeps state (4.3.6.11) under any circumstances. According to the value of parameter q the regulator performs corresponding routines to maintain the regular (“normal”) performance of the computer system.

When an irregular (“abnormal”) state was detected, i.e. the minimum of adaptation criterion is not found in the first try, from (4.3.6.8) and (4.3.6.9) follows that minimum is obtained in the next try when:


[K1(p) - B*(p)] = 0  => K1(p) = B*(p)


[K2(p) - C*(p)] = 0  => K2(p) = C*(p)                                                 (4.3.6.12)
This means that “patterns” of irregular computer system performance are known and regulator is instructed by parameter q to perform routines for “reconstruction” of “normal” state, e.g. removal of computer virus if known virus is detected.

If no minimum of adaptation criterion is found after several comparisons, then regulator R is instructed to initiate additional measurement until a satisfying state of the system is obtained. The irregular state, which caused such an action, can be recorded in knowledge database for the future use. This way the adaptive mechanism has ability to “learn”.
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