Chapter 1                                                                                         Information Systems 


1. INFORMATION SYSTEMS

1.1. Concept of Information

Suppose that some event, which realization is uncertain, occurs. It is not predetermined and is not known in advance. When that event happens and when we know something about it, intuitively we consider that we have received some information. In the essence of the very concept of information there is some uncertainty included, which is eliminated by receiving the information.  Anyway, even before the event happens, the observer is formulating his or her expectation about the realization of the event. The mentioned concepts: uncertainties, expectation, assumptions, related to the concept of information, lead us to its connection to probability theory.

The information could be represented by functional relation of probability, under assumption that information increases when probability of the event decreases and vice versa. Since information eliminates uncertainty, then to lower probability would correspond greater uncertainty and smaller expectation.

The suitable definition of information might be that information represents the degree of freedom in choice of message from the set of all possible messages.

Unit of information is called “bit” (an abbreviation of binary digit). The quantity of information of 1 bit is included in the message, considering that the degree of freedom was the choice from two possible messages (0 or 1). 

Semantic aspect of information, which concerns the contents or sense of the message is excluded from this concept of information. It will be discussed later in Part II of the thesis.

1.2. Information System

General information system consists of the source of information, encoder of information, communication (transmission) channel, decoder and receiver of information as it is shown on the Figure 1.2.1.

[image: image1.wmf]
Figure 1.2.1. General information system

The source of information can be described by set of pairs {xi, p(xi)}, i=1,2,...n, where xi denotes one of n messages, which might appear on the source, while p(xi) denotes probability of appearance of that message. The quantity of information can be represented as in [28]:

                                           I (xi) = - log2 p(xi) = -ld p(xi)                                     (1.2.1)
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The average quantity of information on the source is [28]:

                                                                                                                                               
                                                                                                                              (1.2.2)

The average quantity of information is the quantity of information, which is needed in average to determine any individual symbol or message from the set X of all possible symbols or messages which are transmitted through communication channel. The quantity I(X) is also called the entropy of discrete stochastic quantity X and is designated as H(X) [28].

Quality of communication can be expressed via quantity of information flow, which can be transmitted through communication channel with errors (noise). It is the quantity of information, which belongs to the set of received messages {Y} and is uniquely related to the set of sent messages {X}. Quantity of information transmitted through the communication channel with errors is called transinformation and can be expressed as [28]:

                                  I (X;Y) = I(X) – I(X/Y) = I(Y) – I(Y/X)                            (1.2.3)
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The pairs {xi,p(xi)}, i = 1,2,...n, describe set of messages on input{X}, while the pairs{yj,p(yj)}, j  = 1,2,...m, belong to the set of messages {Y} on the output of the communication channel (Figure 1.2.2.).

Figure 1.2.2. Communication channel with errors
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Relation (1.2.3) represents the loss of input information due to errors/noise in communication channel, viewed from the input or the output of the channel. It may be described through conditional probabilities p(xi/yj) or p(yj/xi), which give the quantities of lost information.

                                                                                                                             (1.2.4)

                                                                                                                             (1.2.5)

1.3. Computing System
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The information system represented on Figure 1.3.1. consists of the computing system, which is the source of information, standard input/output device as communication channel and a user of computing system as the receiver of information. The communication flows in two ways, so the computing system may be also a receiver of information and user may be the source of information.

Figure 1.3.1. Information system with computing system
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Today’s computing systems are mostly based on von Neumann’s architecture 
(Figure 1.3.2.)

Figure 1.3.2. Von Neumann’s architecture of computing system

The basic characteristics of von Neumann’s architecture are following:

1. The computing system consists of:

· memory

· control unit

· arithmetic-logic unit

· input unit

· output unit

2. The structure of the computing system is universal, i.e. it does not depend on the 
task being performed. The computing system is programmed to perform the 
particular task. 

3. The program is a sequence of instructions, which are performed as they are written in the memory.

4. The binary digits (binary logic) are used to represent the instructions and data (operands, results, addresses, etc.) in computing system.

1.4. Information Networks

Information network is set of devices and programmable elements, which perform operations of transmission, commutation and processing [29]. The devices and programmable elements are mutually connected with fixed or variable connections to form the system, which performs requested information services.

Transmission is a transfer of particular quantity of information between the determined points of the information space.

Commutation is directing (routing) information units to determined paths, which interconnect points of the information space.

Processing is performing specific algorithms, defined by programming language, to change the contents of information units.

The three mentioned operations may be performed on users’ or controlling information.

General model of information network is presented on Figure 1.4.1.

The information network consists of three basic parts: input/output units, service units and control units.

Input/output units perform collection and transmission of information to/from users on terminal devices.

Service units perform all three before mentioned operations, i.e. transmission, commutation and processing of information. 

Control units perform control and routing of information flow in regard to specific criteria of quality.
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Figure 1.4.1. General model of information network

1.5. Internet

The Internet technology plays the main role in today's information network technology. The term Internet is used to denote a collection of packet switching information networks interconnected by gateways and routers along with protocols that allow them to function logically as a single, large, virtual network.

The communication across any set of interconnected networks is based on Internet Protocol Suite. 

1.5.1. Internetworking Concept

The technology, called internetworking or internetting, accommodates multiple, diverse underlying hardware technologies by adding both physical connections and a new set of conventions. The primary goal of Internet technology is to hide the details of network hardware and to permit computers to communicate independently of their physical network connections. Furthermore, all machines in the Internet have to share a universal set of machine identifiers (which can be thought of as names or addresses). That is, the set of operations used to establish communication or to transfer data to remain independent on underlying network technologies and the destination machines is demanded.

1.5.2. Internet Architecture

Physically, two networks can only be connected by a device that attaches to both of them. Devices that interconnect two networks and pass packets from one to the other are called internet gateways or internet routers. Gateways route packets based on destination network, not on destination host (host is any end-user computer system that connects to a network). If routing is based on networks, the amount of information that a gateway needs to keep is proportional to the numbers of networks in the internet, not the number of machines.

The fundamental concept of Internet architecture is: from the Internet point of view, any communication system capable of transferring packets counts as a single network, independent of its delay and throughput characteristics, maximum packet size, or geographic scale.

A user thinks of the Internet as a single virtual network that interconnects all hosts, and through which communication is possible. Its underlying architecture is both hidden and irrelevant to the user.

1.5.3. Internet Protocol 

In a sense, protocols are to communication on the Internet what programming languages are to computation. A programming language allows one to specify or understand a computation without knowing the details of any particular CPU instruction set. Similarly, a communication protocol allows one to specify or understand data communication without depending on detailed knowledge of a particular vendor's network hardware.

A protocol is a formal description of message formats and the rules two or more machines must follow to exchange those messages. Protocols can describe low-level details of machine to machine interfaces (e.g. the order in which the bits from a byte are sent across the wire), or high-level exchanges between application programs (e.g. the way in which two programs transfer a file across an internet). 

Complex data communication systems do not use a single protocol to handle all transmission tasks. Instead, they require a set of cooperative protocols, sometimes called a protocol family or protocol suite.

Internet protocol (IP) is a standard protocol that defines the IP datagram as the unit of information passed across an Internet and provides the basis for connectionless, best-effort packet delivery service. IP includes the ICMP control and error message protocol as an integral part. The entire protocol suite is often referred to as TCP/IP because TCP and IP are the two most fundamental protocols.

The term "packet" is used loosely. While some TCP/IP literature uses it to refer specifically to data sent across a physical network, other literature views an entire TCP/IP Internet as a packet switching network and describes IP datagrams as packets.

1.5.3.1. Protocol Layering

Conceptually, sending a message from an application program on one machine to an application program on another means transferring the message down through successive layers of protocol software on the sender's machine, transferring the message across the network, and transferring the message up through successive layers of protocol software on the receiver's machine.

Each layer makes decisions about the correctness of the message and chooses an appropriate action based on the message type or destination address. In a layered model, each layer handles one part of the communication problem and usually corresponds to one protocol. Protocols follow the layering principle, which states that the software implementing layer n on the destination machine receives exactly what the software implementing layer n on the source machine sends. Layering concept should solve on effective way the communication problems as: hardware failures, network congestion, packet delay or loss, data corruption, data duplication or sequence errors, etc.

Broadly speaking, TCP/IP software is organized into four conceptual layers that build on a fifth layer of hardware:

(Hardware)

1. Network interface - comprises a network interface layer, responsible for accepting IP datagrams and transmitting them over a specific network

2. Internet layer - handles communication from one machine to the another

3. Transport layer - provides communication from one application program to another, it may regulate the flow of information, it may also provide reliable transport, ensuring that data arrives without error and in sequence

4. Application layer - at the highest level, users invoke application programs that access services available across internet, an application interacts with the transport level protocol(s) to send and receive data and passes data in the required form to the transport level for delivery.

In higher layers, the layering principle applies across end-to-end transfers and at the lowest layer it applies to single machine transfer.

1.5.3.2. Internet Services

From the user's point of view, a TCP/IP Internet appears to be a set of application programs that use the network to carry out useful communication tasks. Most users that access the Internet do so merely by running application programs without understanding the TCP/IP technology, the  structure of the underlying internet, or even the path their data travels to its destination; they rely on the application programs to handle such details. The most popular and widespread Internet application services

include: electronic mail, file transfer, remote login, etc.

[image: image8.wmf])

(

)

(

)

(

)

(

1

X

H

x

ldp

x

p

X

I

n

i

i

i

=

-

=

å

=

A programmer who writes application programs that use TCP/IP protocols has an entirely different point of view of an Internet than a user who merely  executes applications. At the network level, an Internet provides two broad types of service that all application use, i.e. connectionless packet delivery service and reliable stream transport service. (Fig 1.5.1)

Fig 1.5.1. The three conceptual layers of internet services

The more detailed description of internet services can be found in [5].
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