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7. WHAT IS SECURE INFORMATION
     SYSTEM?

In previous chapters information analysis did not include semantic aspects (meanings) of information. In the sequel these features of information will be discussed too.

7.1. Semantic Definition of Information

When trying to define information semantically we have to include an observer (human being or physical device). The observer O monitors the source of information S. Suppose that observed source S can be described by pair of spaces, i.e. 

S = ((, (*(. ( is the space of symbols, i.e. syntactic space, while (* is space of meanings, i.e. semantic space. Space ( contains elements (i, while space (* contains 
elements ai. There is relation between the elements of space ( and space (*. Ordered pair ((0, a0(is called lexeme, which means the symbol and the meaning associated with it. From the other point of view element a can be considered as object in real world, while element ( can be considered as an image of a. It is the static definition. 

Dynamic definition can be introduced by including process of observation. Suppose that observer O observes an object and absolute observation is described by pair 

((, a(. The elements ( and a are observed in the same time with intention to determine their exact values. The observation of ( and a cannot be performed separately. The observer uses ( to determine a and vice versa. It is also supposed that there exists absolute symmetry between the observed pair of variables, i.e. the process of observing may be described by recursive scheme ((a and a((. Symbol maps to meaning and meaning maps to symbol.

To quantify described process of observation it is necessary to associate numeric values to variables ( and a. Suppose that ( and a change continually in the space. From mathematical point of view it can be assumed that continual variables ( and a are elements of R, where R is the space of real numbers. It can be also supposed that for variables ( and a is possible to determine uncertainty by Shannon's differential 
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                                                                                                                              (7.1.1.)    

There are four axioms, which describe the process of observation [28].

Axiom 1. The main task of an observer O is to determine the exact values of ( and a. Anyway, the result of observation can be only more or less approximate value of observed variables. The observed values are (* and a*, which are linear combinations of ( and a:
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The Axiom 1. basically says that there exists a relation between ( and a on the level of observation. The more general form of this relation is non-linear, i.e. (*=f1((,a) and a*=f2((,a). For local observations the functions f1((,a) and f2((,a) may be approximated by linear transformations, so that Axiom 1. holds for observations with small variations of observed parameters.
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Figure 7.1.1. Model of observation

Axiom 2. The process of observation is performed in the way that it does not destroy the information nor it produces new information. If the pair ((0, a0( created by information source is observed, the process of observation has no influence to the total amount of information available at information source. It is the supposition of preservation of the information.
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Axiom 3. For the special case when ( ( a, the process of observation is reduced to:

                                                                                                                              (7.1.4.)

Where G is constant amplification.
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Axiom 4. It is supposed that uncertainty of information can be measured by Shannon's entropy. The entropy of observed variable ( is H((), and of variable a is H(a). The mutual entropy of pair ((, a( is H((, a). The entropy for above defined process of observation is given by:

                                                                                                                              (7.1.5.)

If the Axiom 2. about preservation of information is to be valid, then H((*,a*) has to be equal to H((,a), which means that second part of the equation (7.1.5.) has to be equal zero, so it has to be:
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Several functions may fulfill condition (7.1.6.). The following functions may be chosen for required coefficients gij:

                      g11 = cosh (,   g12 = sinh (,   g21 = sinh (,   g22 = cosh (   

                                                                                                                               (7.1.7)

where ( is element of R, set of real numbers. ( is parameter for adjusting the properties of observer. 
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The equations of observation process (7.1.2.) and (7.1.3.) may be rewritten as:

                                                                                                                              (7.1.8.)

                                                                                                                              (7.1.9.)

If observer O is observing pair of variables ((, a(, where ( and a are elements of R, and sees ((*, a*( as a result of observing, then exists (, which is also element of R, so that equations (7.1.8.) and (7.1.9.) are satisfied. Parameter of observing ( presents the error factor. If ( = 0, observed variables correspond exactly to those produced by the source of information and there are no errors of observation. The choice of parameter ( designates deviations (( and (a of observed variables from the ones produced by the source of information. For small values of |(| transformations by equations (7.1.8.) and (7.1.9.) are linear. The equations of observation (7.1.8.) and (7.1.9.) can be applied to any pair of symbol and related meaning ((, a(.

7.2. Observation of uncertainties in information

Suppose now that ( is symbol which is word from some language and that a is real or abstract object (meaning of word). Therefore pairs ((, a(have no numerical values. Suppose also that observer may directly observe amounts of uncertainty contained in ( and a. It can be said that observer is sensitive to quantities of entropies H(() and H(a). The process described corresponds to usual situations, which can be encountered in communication when observer receives lexeme (in linguistic sense), i.e. the word ( and its meaning a. It is obvious that ( and a cannot be evaluated numerically, so the four axioms presented earlier can be applied only indirectly. The variables, which may be evaluated numerically are entropies H(() and H(a).

Observer is considering the quantity of uncertainty related to appearance of word ( separately from the uncertainty related to appearance of associated meaning a. That way the observer (recipient of information) uses possible meaning of word to discover its symbolism and vice versa, i.e. the observer may use symbolic knowledge of received word to reveal its semantics. 
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Figure 7.2.1. Model of observation of uncertainties in information

The axioms described earlier can be applied to observed entropies, where 
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H((*) = Hr(() and H(a*) = Hr(a) are relative entropies. Applying the equations of observation (7.1.8) and (7.1.9.) new equations are obtained:

                                                                                                                              (7.2.1.)
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7.3. Secure information

Confidentiality, integrity and availability of information typically characterize the information security. Some of the security threats to information confidentiality, integrity and availability were described in previous chapters .

Confidentiality means controlled release of information and protection from unauthorized access. Threats to confidentiality arise from cracking, stealing information, fraud, etc.

Integrity represents the control of modifications and correct and authorized information transaction. Threats to integrity appear as processing of incorrect information due to equipment failure, human and software errors, malicious damage, fraud, etc.

Availability means that information is available when required and that the denial of service will not occur. Threats to availability arise due to equipment failure or overload, denial of service attacks, malicious damage, theft of resources, etc.

When the threat to information is realized, we say that an information security incident did happen. An incident is defined as an action likely to lead to grave consequences [36]. In terms of information technology, it is anything that happens to information that is not desirable. As mentioned earlier an incident can be any attack ranging from relatively harmless attempts such as sharing of password, unauthorized attempted login from remote site to more serious attacks such as cracking, computer viruses or worms, denial of service attacks, etc.

Every incident is actually breaking of Axiom 2., which assumes the preservation of information. When an incident happens, there is broken path between the information source S and the observer O and an unauthorized modification of information is inserted. 

There are basically two possible cases:

· denial of service, where path from the source of information is completely broken or information is destroyed and observer receives no information at all from the source (Figure 7.3.1.)

· unauthorized modification, where observer receives the information which is modified on its path from the source to observer without his or her consent 
(Figure 7.3.2.)
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Figure 7.3.1. Denial of service
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Figure 7.3.2. Unauthorized modification of information

In the case of unauthorized modification the observer receives information with uncertainties which can be expressed through entropies H(() and H(b). The observed entropies H((*) and H(b*) are no longer functions of primary parameter of observation (, which means that equations (7.2.1.) and (7.2.2.) are no longer valid. 
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There should be considered another parameter of observation, e.g. (. The equations (7.2.1.) and (7.2.2.) are therefore changed to:

                                                                                                                              (7.3.1.)

                                                                                                                              (7.3.2.)

The security of information can be expressed through before mentioned axioms: 

· the Axiom 1., which says that there exists a relation between symbol (word) ( and its meaning a, is assumed to be a normal situation in usual information exchange 
between the source of information and the observer

· the Axiom 2., which says that information should not be destroyed in the process of observation nor that the process of observation is allowed to produce new information, is the most important axiom regarding security of information. The confidentiality, integrity and availability, which characterize the secure information, can only be preserved if the Axiom 2. is held during the whole process of observation.

· the Axiom 3., which describes the reduced process of observation, is not much relevant to information security.

· the Axiom 4., which explains how the uncertainty of information can be measured by Shannon's entropy, is also important to information security, because it gives the formal tools for measuring uncertainties of information through equations of observation process.

There is also one more axiom to be added to previous axioms:

· the Axiom 5., which says that if an unauthorized modification of information occurs, then the observer must be able to notice and (possibly) correct unwanted modifications. 

The consequences of Axiom 5. are following:

· the observer must notice the difference between H((*), H(b*) and H((*), H(a*), 
respectively

· the observer must notice the difference between parameters of observation, ( and (, and (if possible) correct the wrong parameter to achieve minimal difference, i.e. to set  ( = (
· the observer should have some previous knowledge about expected results of observation to be able to notice the differences between correct and incorrect information.

7.4. Secure Information Systems

In the Part I of the thesis the security threats to information systems were represented as a noise in communication channel. The concept of the information did not include the semantic aspect of information. The incompleteness of such an approach was summarized in the Chapter 5.  It was stressed that is difficult to discern between "normal" and "abnormal" activities in today's information systems, partly due to inherent vulnerabilities in such systems themselves. They have not been built with security requirements from the very beginnings. That is where present vulnerabilities come from.

The present protection systems are mostly designed to work separately from the information systems. That scheme does not have to be basically wrong as long as user (observer) of information system receives the information he or she considers correct.
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That situation is shown on the Figure 7.4.1. where observer O is omitted, but is implicitly present through results of observation.

Figure 7.4.1. Attacked Information System with Protection Tool

Anyway, even the best protection tools of today may fail. The Figure 7.4.1. presents an ideal situation where protection tool is able to completely return primary information from information source. Unfortunately, there is no such an ideal tool currently. The concept of an automated adaptive protection tool was presented in Chapter 4, which is closest by its conceptual design to the desired ideal protection tool. Anyhow, even that solution has several technical problems in practical implementations, the most important being recognition and performance problems.

An ideal protection tool should satisfy before mentioned five axioms. The most important are certainly Axiom 2. and Axiom 5. The introduction of Axiom 5. requires a new quality of protection tool. It is not enough that tool is automated and adaptive (to avoid user's mistakes). The tool should behave as an intelligent observer, capable to recognize "abnormal" patterns in information flow. It should also have ability of making some decisions and to be able to completely reconstruct the information before unauthorized modification. The Figure 7.4.2. presents such a situation.
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Figure 7.4.2. Attacked Information System with an Artificial Intelligent Observer

To have an intelligent observer is certainly not enough to consider such an information system completely secure. There should be more intelligent observers incorporated into information system. They should be distributed through the information system's architecture and able to communicate to each other. Such an architecture with distributed intelligent observers will be discussed in more details in subsequent chapters.
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