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APPENDIX A
Glossary of Used Terms

This glossary of used terms is not composed alphabetically, but is formed of the terms as they appeared in particular chapters.

Chapter 1

Information - represents the degree of freedom in choice of message from the set of all 
possible messages. In the essence of the very concept of information there is some uncertainty included, which is eliminated by receiving the information. The information could be represented by functional relation of probability under assumption that information increases when probability of the event decreases and vice versa.

Information system - consists of the source of information, encoder of information, 
communication (transmission) channel, decoder and receiver of information.

Transinformation - is quantity of information transmitted through the communication 
channel with errors.

Information network - is set of devices and programmable elements, which perform 
operations of transmission, commutation and processing. The devices and programmable elements are mutually connected with fixed or variable connections to form the system, which performs requested information services.

Transmission - is a transfer of particular quantity of information between the 
determined points of the information space.

Commutation - is directing (routing) information units to determined paths, which 
 interconnect points of the information space.

Processing - is performing specific algorithms, defined by programming language, to 
change the contents of information units.

Internet  - is the term used to denote a collection of packet switching information 
networks interconnected by gateways and routers along with protocols that allow them to function logically as a single, large, virtual network.

Protocol - is a formal description of message formats and the rules two or more 
machines must follow to exchange those messages.

Internet protocol (IP) - is a standard protocol that defines the IP datagram as the unit 
of information passed across an Internet and provides the basis for connectionless, best-effort packet delivery service.

Internet services - are a set of application programs that use the network to carry out 
useful communication tasks. The most popular and widespread Internet application services include: electronic mail, file transfer, remote login, etc.

Chapter 2

Threats -  is the term for the “errors”, which are deliberately imported into system.
Denial of service - means shutting down the service or slowing it significantly

Vulnerabilities in Internet services - are security holes on application or network level of Internet services, which may be used to break into the system.

Vulnerabilities in network level services - are security flaws inherent in the TCP/IP protocol suite. Some of these flaws exist because hosts rely on IP source address for authentication; other exist because network control mechanisms, and in particular routing protocols, have minimal or non-existent authentication.

Vulnerabilities in application level services - are security holes on application level, which can be used for different kind of attacks, ranging from gaining information about the system, getting access to the system to the more sophisticated attacks.

Programmed threats - are the programmed form of attacks, such as Trojan horses, logic or time bombs, computer viruses or worms. In fact, all attempts to penetrate into the system may be done also by programs.

Chapter 3

Software attacks - are programmed threats to information security.

Non-reproducing threats - are the threats that do not have built-in ability to replicate 
themselves.

Self-reproducing threats - are the threats that do have built-in ability to replicate 
themselves.

Trap door - is a quick way into a program; it allows program developers to bypass all 
of the security built into the program, now or in the future.

Session hijacking - is reconnecting to the terminated session.

Tunneling - is use of one data transfer method to carry data for another method. It is 
illegitimate when it is used to carry unauthorized data in legitimate data packets.

Buffer overflow attacks - happen when attacker tries to put more data into a buffer       
than it can handle. When buffer overflow occurs, overload characters are put somewhere in memory, at another address (an address the programmer did not intend for those characters to go). Attackers, by manipulating where those extra characters end up, can cause arbitrary commands to be executed by the operating system.  

Trojan horse - is the method for inserting instructions in a program so that program 
 performs an unauthorized function while apparently performing a useful one.

Logic bomb - is a harmful program that is triggered by a certain event or situation.

Computer virus - is a sequence of symbols. A sequence of symbols v is an element of 
viral set V if, when interpreted, it causes some other element v’ of that viral set to appear somewhere else in the system at the later point of time. The most common  definition is:  a virus is a program that can infect other programs by modifying them to include, a possibly evolved, version of itself. The infection process is the most 
distinguishable property of the computer virus.

Boot sector viruses - alter the program that is in the first sector (boot sector) of every 
DOS-formatted disk. Generally, a boot sector infector executes its own code, which usually infects the boot sector or partition sector of the hard disk, then continues the PC start – up process.

File viruses - attach themselves to a file, usually an executable application. A file 
virus infects other files when the program to which is attached is run.

Multipartite viruses - infect boot sectors and files. Typically, when an infected file is 
executed, it infects the hard disk boot sector or partition sector, and thus infects subsequent floppy disks used or formatted on the target system.

Macro viruses - infect data files, which contain embedded executable code such as 
macros. They typically infect global settings files such as Word templates so that subsequently edited documents are contaminated with the infective macros.

Stealth viruses - have ability to conceal their presence from anti-virus programs.

Polymorphic viruses - are viruses that cannot be detected by searching for a simple, 
single sequence of bytes in a possibly infected file, since they change with every replication.

Companion viruses - are viruses that spread via a file, which runs instead of file the 
user intended to run, and then runs the original file.

Worm - is a special species of a virus which spreads through networked systems.

Chapter 4

Prevention - is the most important part of overall information protection framework. It includes some non – technical methods such as establishing security policy, security standards, defining security procedures, education and training, regular checking of employees and equipment, raising the level of knowledge of existing laws concerning computer crime.

Active protection - means to apply in real conditions all the measures defined by security policy, standards and procedures. In general, active protection consists of network and Internet security, system and applications protection, incident response and implementing laws concerning computer crime.

Network and Internet security - includes protection of communication devices such as modems, controlling access to servers, network monitoring, network scanning, securing network services, securing network configuration, filtering network traffic (routers, firewalls).

Securing modems is one of the important steps in securing information inside an organization and elsewhere. The first step to protect modems is their physical protection, i.e. placing them in a physically secure location. They should be protected from rewiring or altering. Further, their telephone numbers should be protected and monitored. The modem access should be authorized allowing that way easier tracing of an intruder.

Scanner is a program that automatically detects security weaknesses in a remote or local host. Most of the scanners are TCP ports scanners, which are programs that attack TCP/IP ports and services, such as telnet or ftp, and record the response from the target.

Firewall - is a protecting tool, which control the amount and kinds of traffic between the external and internal network of organization. Network - level firewalls are router based. The rules of who and what can access the network is applied at the router level. This scheme is applied through a technique called packet filtering, which is the process of examining the packets that come to the router from the outside world. The other type of firewall is an application gateway. Application gateways are software based. When the remote user contacts a network running an application gateway, the gateway blocks the remote connection. Instead of passing the connection along, the gateway examines various fields in the request. If these meet a set of predefined rules, the gateway creates the bridge between the remote host and the internal host.

Sniffer - is any device, whether software or hardware, that collects information traveling along a network. That network could be running any protocol: Ethernet, TCP/IP, IPX, or others (or any combination of these). Attackers to information system more often use sniffers, but if they are used properly they may be used for the network traffic control.

Auditing and logging tools - are tools suitable for system monitoring, access control, and checking security holes in the system.

Intruder detector - is a system, which observes user behavior on a monitored computer system and learns what is normal for individual users, groups of users and the overall system behavior. Observed behavior is marked as a potential intrusion if it deviates significantly from the expected behavior.

Applications protection - means use of legal software, anti-virus protection, and regular installing of patches and fixes to remove existing security holes.

Activity monitor is anti-virus program that watches for suspicious activities in computer system. It may, for example, check for any calls to format a disk or attempts to alter or delete a program file while a program other than the operating system is in control. It may further check for any program that performs “direct” activities with hardware, without using the standard system calls.

Integrity checkers or change detectors - are programs that examine system and/or program files and configuration, store the information, and compare it against the actual configuration at a later time. Most of these programs perform a checksum or cyclic redundancy checks (CRC) that will detect changes to a file even if the length is unchanged. Some programs will use sophisticated encryption techniques to generate a signature, which may in some extent prevent the virus attack.

Anti-virus scanners - are programs that looks for known viruses by checking for recognizable patterns (“scan strings”, “search strings”, “signatures”). They examine files, boot sectors and memory for evidence of viral infection. These programs generally look for sections of program code that are known to be in specific viral programs, but not in most other programs.

Adaptive systems - are systems that receive information about their environment and about the desired behavior of the system. On the basis of that information the system can change the performance of system till (ideally) the real behavior of system corresponds to the desired one.

Adaptive automated protection systems - are protection systems, which consist of: information system, which is to be protected, observing elements, model of desired behavior (security model), adaptive mechanism and regulator.

Adaptive mechanism - is a component of adaptive automated protection system, which consists of: recognition element, knowledge database, criterion element and adaptive element.

Regulator - is a component of adaptive automated protection system, which keeps information system in standard (“regular”) state of performance according to information given from the adaptive mechanism.  It activates observing elements. Furthermore, regulator performs the routines for reconstruction of “normal” state of the computer system.

Chapter 5

Controllability problems - are a set of problems, which appear in the use of conventional protection tools due to "human factor". The users implementing particular protection tool do not have to be skilled enough to use it optimally. Furthermore, they do not have to be skilled enough to understand the output signals from the protection tools, so they may act in an inappropriate way which may consequently produce more damage than malicious act (an intrusion or infection by computer virus) itself.

Technical problems - are a set of problems, which appear in the use of automated adaptive protection tool. To improve the control ability of a protection tool it is necessary to reduce the user’s impact on the regulation process and to decrease error level. Both goals are possible to obtain by automating the process and using adaptive control described earlier in Chapter 4. Anyway, even that solution has several technical problems in practical implementations. The most important ones are the problems in choice of security model and criterion of adaptation, recognition problems and performance problems.

Inherent vulnerabilities - are a set of inherent vulnerabilities, which exist in today's computing systems and represent the obstacles in production of protection tools. 

Chapter 7

Semantic definition of information - is the definition of information, which includes an observer (human being or physical device). The static definition includes the relation between the space of symbols (syntactic space) and the space of meanings (semantic space). The dynamic definition includes also the process of observation. There are four axioms, which describe the process of observation. It is possible to determine uncertainty of observation by Shannon's differential entropy.

Information security - is characterized through confidentiality, integrity and availability of information.

Confidentiality - means controlled release of information and protection from unauthorized access. Threats to confidentiality arise from cracking, stealing information, fraud, etc.

Integrity - represents the control of modifications and correct and authorized information transaction. Threats to integrity appear as processing of incorrect information due to equipment failure, human and software errors, malicious damage, fraud, etc.

Availability - means that information is available when required and that the denial of service will not occur. Threats to availability arise due to equipment failure or overload, denial of service attacks, malicious damage, theft of resources, etc.

Incident - is defined as an action likely to lead to grave consequences. In terms of information technology, it is anything that happens to information that is not desirable.

Secure information system - is the information system, which may assure confidentiality, integrity and availability of information. It also has to satisfy five axioms defining the security of information.

Chapter 8

Intelligent security system - the system with intelligent capabilities such as:

the ability to learn or understand from experience, the ability to acquire and retain knowledge, the ability to respond quickly and successfully to a new situation, the ability to make proper decisions, etc.

Principle of increasing precision with decreasing intelligence - is the principle of logical structure of an intelligent security system. It means that there are different levels of the intelligence, which are hierarchically arranged. The highest level of intelligence is the organization level where main decisions and rules are generated. It is also the level where the lesser precision is required. The second level is coordination level, which connects the organization and execution levels. In this level the rules are more precise, but overall intelligence is decreased. Finally the third level, which has the smallest intelligence, is the execution level where concrete actions are performed.

Observing element - is the entity, which works on the lowest level of intelligence. It basically consists of two elements: an observing agent and an observing transceiver. The observing agent monitors activities, which might be "abnormal" or "interesting" (for some definitions of abnormal and interesting). For example, an agent could be looking for a large number of telnet connections to a protected host, and consider the occurrence of that event as suspicious. The agent would then generate a report that is sent to its transceiver. The transceiver then sends the appropriate signal to the higher level of intelligence. There may be more agents connected to one transceiver.

Knowledge acquisition subsystem - is the subsystem, which collects the information from observing elements (execution level) and transfers it to the higher level of intelligence. This subsystem works on higher level of intelligence than observing elements. It is the coordination level. The knowledge acquisition subsystem contains the units: controllers, coordinators and a dispatcher.

Knowledge base - represents the highest level of intelligence, i.e. organization level. The knowledge base contains the components: knowledge database, unit of inference rules, problem description unit and the problem status unit. The knowledge database contains records about known irregular states of the system. The unit of inference rules contains the rules, which are sent to inference engine. The problem description unit serves as a clipboard for the current problem, which has to be solved. The problem status unit associates the priority range to the problems from problem description unit.

Inference engine - is executive part of knowledge base, still remaining on the highest level of intelligence. It consists of reasoning unit and explanation unit. The reasoning unit performs the translation from the inference rules, received from the knowledge base, to decision rules. It performs decision making and planning according to inference rules and priority lists of problems, which are received from the problem status unit. Explanation unit transforms the decision rules from reasoning unit further to the form, which is acceptable by units on the lower level of intelligence. 

Adaptation subsystem - is the subsystem on the coordination level, which is responsible for the ability of system to adapt to changes in its environment, which could possibly endanger the function of complete information system. The elements of adaptive subsystem are: criterion unit, adaptation unit and regulator. 

Executive element - is the entity, which works on the lowest level of intelligence. It consists of two units: an executive transceiver and an executive agent. The executive element executes the commands received from the adaptation subsystem. The executive transceiver translates the directions from the regulator to instructions understandable by executive agent. There may be more agents connected to one transceiver.

Chapter 9

Fuzzy logic - is a class of multivalent, generally continuous-valued logic based on the theory of fuzzy sets. Fuzzy logic is concerned with the set theoretic operations allowed on fuzzy sets, how these operations are performed and interpreted, and the nature of fundamental fuzziness.

Fuzziness - is a measure of how well an instance (value) conforms to a semantic ideal or concept. Fuzziness describes the degree of membership in a fuzzy set.

Crisp set - is the term, which is usually applied to classical (Boolean) sets where membership is either [1] (totally contained in the set) or [0] (totally excluded from the set).

Fuzzy set - differs from conventional or crisp set by allowing partial or gradual memberships.

Fuzzy complement - indicates the degree to which an element (x) is not a member of the fuzzy set (A).

Degree of membership - is the degree to which a variable's value is compatible with the fuzzy set. The degree of membership is a value between [0] (no membership) and [1] (complete membership) and is drawn from the truth function of the fuzzy set. The term truth function is often used interchangeably with degree of membership.

Hedge - is a term, basically linguistic in nature, which modifies the surface characteristics of a fuzzy set. A hedge has an adjectival or adverbial relationship with a fuzzy set.

Fuzzy numbers - are numbers that have fuzzy properties. Models deal with scalars by treating them as fuzzy regions through the use of hedges.

Fuzzy operators - are the class of connecting operators, notably AND and OR, that combines antecedent fuzzy propositions to produce a composite truth value. The traditional Zadeh fuzzy operators use the min-max rules, but several other alternative operator classes exist.
Min-Max rule - is the basic rule of implication and inference for fuzzy logic that follows the traditional Zadeh algebra of fuzzy sets.

Rules - are statements of knowledge that relate the compatibility of fuzzy premise propositions to the compatibility of one or more consequent fuzzy space. The rules most often have the IF...THEN structure.

Fuzzy expert system - is an expert system based on fuzzy rules reasoning. The formalism used by fuzzy expert production systems is a set of rules of the type:

IF (certain specified patterns occur in the data)

THEN (appropriate actions are to be taken, including modifying old data or 
             asserting new data)

Rule firing - is the procedure of starting the rule. A rule is fireable if the data yield an antecedent confidence above the rule firing threshold. To be actually fired, the rule must also be turned on for firing and the rule must be picked for firing.

Serial rule firing - corresponds to deductive logic, and it involves firing one rule at a time, and reevaluating rule firing after each step.

Parallel rule firing - corresponds to inductive logic, and it fires all fireable rules effectively at once.

Fuzzification - is the process of translation of input numbers into confidences in a fuzzy set of word descriptors. That is done by membership (or truth) functions.

Defuzzification - is the reverse process of fuzzification. It is intuitive that fuzzification and defuzzification should be reversible, that is, if a number is fuzzified into a fuzzy set and immediately defuzzified, the same number should be get back again.

Chapter 10

Level of risk - is the quantity, which is proportionally related to the entropy of the system. It means that for low risk level the entropy of the system will be also low, for high risk the entropy will also be high.There can be several grades of the risk, ranging from very low to very high. The value of the risk is fuzzy quantity, because the sharp edges for the value of risk cannot be easily determined. Human experts will not always agree where is the borderline for some suspicious action to start the adequate reaction of security system. The main goal of the intelligent security system is then to assure the lowest level of the risk for the entire information system. If the level of risk increases, the actions should be taken to make it lower. 

Chapter 11

Network management - is the process of controlling a complex information network to maximize its efficiency and productivity.

Centralized architecture - has the network management platform on one computing system, at a location that is responsible for all network management duties.

Hierarchical network management architecture - uses multiple systems, with one system acting as a central server and the others working as clients.

Distributed architecture - combines the centralized and distributed approaches. Instead of having one centralized platform or a hierarchy of client-server platforms, the distributed approach uses multiple peer platforms.

Loosely coupled parallel system - is a processing system with multiple processors. In loosely coupled parallel systems each processor is provided by its own local memory and often has its own set of periphery devices. Each processor is actually a core of computing module, having significant degree of autonomy, because local memory is able to comprehend programs and data, which are to be processed. Loosely coupled parallel computing systems are by their structure very similar to information networks.

Neural networks - use a different computational paradigm than conventional von Neumann's architectures. Neural networks are composed of nodes and weighted connections between nodes, where each node computes its output based on a function of its weighted inputs. The overall function that a network computes is typically changed by altering the values of the weights between nodes until the desired result is achieved.

Quantum computing - makes use of coherent states to process information. Rather than the sequential discrete logic of conventional information processing, use is made of quantum superposition of so called qubits (the standard shortcut for "quantum binary digit"). Computing requires adiabatic operation. Quantum computers, if they would exist, could perform complicated tasks exponentially faster than conventional computers.

Privacy protection - in terms of protection of information concerns protection of confidential data in transport or when they are stored in system. In both cases various methods of encryption can be used to make a document which has to be protected unreadable for unwanted eyes.

Encryption - is a process by which a message (called plaintext) is transformed into another message (called ciphertext) using a mathematical function and a special encryption password, called the key. 

Decryption - is the reverse process of encryption. The ciphertext is transformed back into the original plaintext using the mathematical function and a key.

Encryption algorithm - is the function, usually with some mathematical foundations, which performs the task of encrypting and decrypting the data.

Encryption keys - are used by the encryption algorithm to determine how data is encrypted or decrypted.
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