Chapter 5                                                 Vulnerabilities in Present Protection Systems 


5. VULNERABILITIES IN PRESENT
     PROTECTION SYSTEMS

Various protection tools were mentioned in previous chapter. There are already many such systems available on the market or are still under research. Nevertheless, there is no perfect protection tool, which may assure absolute security of information systems.

There are various reasons for that and some of them will be mentioned in this Chapter.

5.1. Human Factors

The fact, which is often forgotten when talking about protection systems, is that people make them to be used by other people. The users implementing particular protection tool do not have to be skilled enough to use it optimally. Furthermore, they do not have to be skilled enough to understand the output signals from the protection tools, so they may act in an inappropriate way which may consequently produce more damage than malicious act (an intrusion or infection by computer virus) itself. Such problems are called controllability problems.

There is another group of problems, which disturbs more people who produce or develop protection tools. It is the problem of definitions. It is hard to discern “normal” from “abnormal” behavior in the information systems and therefore to produce exact models or patterns of “abnormal” behavior which could be automatically included in protection tools. 

5.1.1. Controllability Problems

When user chooses a protection tool for his or her information system, it is useful to see how much is system controllable regarding possible malicious activity in the system (an intrusion, infection by computer virus, etc.).

5.1.1.1. Open-loop Control System

In general the following situation is possible:
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                                          Figure 5.1.1. Open-loop Control System

u is input variable, in this case any process, program or executable routine, S is information system, and y is output variable, which could have two possible outcomes: 

    a) desired, i.e. process or program is unchanged and performs its task,

    b) undesired, i.e. process or program is changed without user’s authorization and it    
        may or may not be able to perform its task.

5.1.1.2. Closed-loop Control System

When a protection tool is entered into system a form of closed-loop control system is obtained:
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Figure 5.1.2. Closed-loop Control System

where u and y are as before, S is information system, R is regulator, which in this case contains both a protection tool and a user, w is regulating variable,  x is an output variable from the regulator and v is error or noise. 

5.1.1.3. An Example

Suppose that the chosen protection tool is a non-TSR (resident in memory) anti-virus scanner. The user notices that something has happened to an executable program in the system. The user suspects virus activity and decides to reboot the system and run a scanner from a write protected diskette (w). When the anti-viral program is run (R) the output x is obtained, i.e. a message from the scanner. Error (v) added to this signal can be a false positive (e.g. the scanner recognized as a virus something that is not a virus) or false negative (e.g. the scanner missed a virus). If no error occurs and virus is detected or virus is not detected, the user will make correct changes to the system (e.g. remove the infected program or correct bug in the system that made the user think that a virus was present). If the error is greater than the signal from the scanner the user will make an incorrect change to the system (e.g. remove an uninfected program marked as infected in the case of a false positive or leave an infected program in the system in the case of false negative). Similar reasoning applies to other types of anti–viral tools. Other protection tools may also be prone to false negative or false positive alarms. If the user has not enough experience to discern false alarm from the real one, errors are possible to happen.

5.1.1.4 Control Problems

It is important to stress the significant role of the user in the regulation process and the noticeable importance of error, which can have significant effect on the desired output from the system. This means if the error level is high (i.e. a significant amount of false positives or false negatives exists) and/or the user is not skilled enough to deal with all the problems caused by a possible virus infection or intrusion, control of system will be poor with high probability that a virus or intruder will do some damage to the system.

5.1.2. Problems in Definition of an Intrusion

There is a problem how to discern an intruder’s behavior from the usual user’s behavior. Sometimes the “patterns” are easily distinguishable, e.g. a lot of telnet attempts from an unusual host address. Many times, though, it is not such an easy task. The intruder might know well the habits of his or her “victim”, enough to mimic the “victim’s” behavior as long as it is necessary. 

The presence of an intruder is often revealed after some harmful action is done in the attacked system. However, it is preferable that the fact of intrusion is discovered in the same time it is happening. 

5.1.3. Problems in Definition of Self - Reproducing Threats

There is a certain ambiguity in definition of computer virus. In general, computer virus is a sequence of symbols. As mentioned earlier sequence of symbols v is an element of viral set V if, when interpreted, it causes some other element v’ of that viral set to appear somewhere else in the system at a later point in time (3(.

Viruses may form singleton viral sets (e.g. sequences of instructions in machine code for the particular machine that makes exact copies of themselves somewhere else in the machine), but it is not the only possibility. Viruses can evolve through a finite or potentially infinite number of different instances. Actually, any sequence of symbols that is interpreted on the machine could contain a virus. This means that the terms B(p)u(k) and C(p)v(k) in (4.3.6.1) may be highly interdependent, so the more complex forms for the description of information system S may be required.

5.2. Technical Problems

To improve the control ability of a protection tool it is necessary to reduce the user’s impact on the regulation process and to decrease error level. Both goals are possible to obtain by automating the process and using adaptive control described earlier in Chapter 4. Anyway, even that solution has several technical problems in practical implementations. The most important ones are the problems in choice of security model and criterion of adaptation, recognition problems and performance problems.

5.2.1. Problems in Choice of Security Model

The main problem in designing the model of desired behavior is the choice of the most appropriate underlying security model which will preserve the integrity of the computer system in the best way and, in the same time, not limit too much its standard performance. There is no perfect and universal security model. It has to be chosen according to requirements of particular computing system. Preserving integrity and not limiting standard performance of computing system are somewhat contradictory requirements. There should always exist a compromise between the two, which can be just enough to enable irregular behavior, which will not be recognized as such.

5.2.2. Recognition Problems

The main part of recognition element's performance is searching the difference between the records from respective databases. In general, because of inherent binary logic of today systems, recognition can be brought down to distinction of "1" from "0", when it is supposed to be "1" and vice versa. This leaves a high degree of possibility to err. 

There are several methods how to lower this inconvenient bound. One possibility is the redundancy of recognition elements as shown on Figure 5.2.2. It is so-called Triple Modular Redundant system or TMR system. The outputs fi of modules Fi are connected to majority module N which output is f = f1f2 + f1f3 + f2f3 . 

Majority module can mask one error on every bit. It has also possibility to evaluate complete input vectors. The basic principle is voting in which two correct inputs throw away the incorrect one. It is possible to have more than three recognition elements, so that in the case when the incorrect one is thrown away new element can take its place and three-way voting can be continued.




Figure 5.2.2. TMR System

5.2.3. Problems in Choice of Criterion of Adaptation

The problem in setting the criterion of adaptation is selection of the most appropriate criterion function Q[e(k)], so the minimum can be reached in acceptably short time. The minimum has to be set according to requirements of particular computer system, which means that it may be different for different systems. The strongest requirement is done by equation (4.3.6.11) when real state of the system has to correspond exactly to the one requested by security model. In practice it might be inconvenient for some systems.

5.2.4. Performance Problems

The requirement for acceptable time-space tradeoff puts some constraints on the design of automated adaptive protection system described earlier. For instance, there is constraint on dimensions of databases to enable small space occupation and fast search. This constraint also limits security model implemented and redundancy of some elements, which might be necessary to maintain accurate protection of system. Furthermore, there is requirement for accurate and fast communication (e.g. by exchanging messages) between different parts of protection system, which means the use of additional control measures. The noted constraints make the automated adaptive protection system  more applicable in distributed systems where some of mentioned problems are already solved or are easier to solve. 

5.3. Inherent vulnerabilities in today’s computing
       systems

 When talking about protection systems in general it is important to stress that there exist inherent vulnerabilities in today’s computing systems, inherited from the first days of computing.

5.3.1. Von Neumann’s Architecture

One of the main characteristics of von Neumann’s architecture, which is preserved in all variations of today’s computing systems is its universality. Universality means that computing systems are not task oriented, but they are programmed to perform various tasks depending on the implemented program. While it is very convenient from user’s point of view, it is inconvenient regarding security requirements. 

Some problems are mentioned before; for instance, problems of definitions of “abnormal” behavior in computing system. It is important to stress again that anything, which can be programmed, may be programmed to perform malicious activities in the system and it is very difficult to discern such an attempt from the “normal” activities before some damage is done. 

5.3.2. Binary Logic

Binary logic is a basic of today’s computing, i.e. everything is performed through the sequences of zeros and ones. While it makes computing easy, it is an obstacle considering security requirements for exact pattern recognition. It was mentioned earlier that because of inherent binary logic of today systems, recognition can be brought down to distinction of "1" from "0", when it is supposed to be "1" and vice versa. Although, there are the methods to circumvent this inconvenient bound (e.g. redundancy of recognition elements), it still remains the problem, which can be solved in satisfactory way by changing the binary logic to multivalued logic. 

5.3.3. Internetworking

Internetworking is very important part of today’s communication. Internet connects many networks all around the world in unique network. The communication across any set of interconnected networks is based mostly on Internet Protocol Suite. There are a number of serious security flaws inherent in the protocols. There are methods and protection tools to overcome those security flaws as it was presented in Chapter 4. Anyway, such methods and tools will necessarily degrade the Internet performance, because they must on some way control the traffic. This control often means limiting the free flow of information across the Internet, whether it means to complete suppress some services or to slow down the transfer of information.
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