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11.BUILDING SECURE INFORMATION 
     SYSTEMS

In this chapter the ways for building secure information systems with an intelligent security system will be described. Some other aspects of information security, such as human interface and privacy protection, will be briefly introduced.

11.1. Conventional (von Neumann's) Architecture

The majority of today's information systems are implementing computing systems based on von Neumann's architecture. The main characteristics of that architecture were presented in Chapter 1. The drawbacks of such architecture regarding security requirements were summarized in Chapter 5. The main drawbacks were exactly the ones, which make von Neumann's architecture suitable for design of computing systems, i.e. its universality and the use of binary logic for computing. Universality means that the computing systems are not task oriented, but they are programmed to perform various tasks depending on the implemented program. On the one hand this characteristic makes computing easy, on the other hand it is inconvenient regarding

security issues, because anything, which can be programmed, may also be programmed to perform malicious activities in the system. Binary logic makes the precise detection of abnormal activities more difficult.

Nevertheless, it is possible to implement an intelligent security system on von Neumann's architecture considering the constraints of such design as it was shown in Chapter 10. The advantages of this approach are that there are many protection tools available, which can be implemented as observing or executive agents on the execution level of an intelligent security system. 

Implementing fuzzy logic wherever it is possible may circumvent the constraints caused by binary logic. There are fuzzy expert systems described in the literature, such as e.g. [27], which may be implemented on von Neumann's architecture. It is possible to find solutions, which will use both binary logic (when necessary) and fuzzy logic (whenever it is possible). The rules described in Chapter 10 may successfully implement both types of logic. The fuzzy logic is always applied when there are certain ambiguity about precise values, such as values of risk levels. The binary (crisp) logic is applied where the fuzzy decision scheme is too vague. 

The constraints in implementing the whole intelligent security system on single computing system of von Neumann's type are mostly related to overall performance and memory usage. It is possible that knowledge database might occupy too much of memory space. The communication between different parts might put an extra load on processing and slow down the overall performance of the computing system. Anyway, it is possible to overcome these constraints with careful programming.

However, the main obstacle remains still the same, i.e. how to discern the abnormal patterns from normal with elements on the execution level, where the greatest precision is required. Although existing protection tools, which may serve as observing or executive agents, are numerous today, very few of them are really good in precise detection. Some of them, such as anti-virus scanners have to be updated regularly because new computer viruses appear every day. The similar situation is with intrusion attempts. As new versions of operating systems appear, they almost certainly, include new security holes, which are promptly exploited by cracker's community, usually well before the manufacturers find adequate fixes. Therefore, it is very important that protection tools, which might be implemented as agents on the execution level, are publicly recommended as the best in their class and that they may be regularly updated from known and trusted source.

11.2. Networked Environments

It is easier to implement the intelligent security system in networked environment, because its concept was from beginning aimed to be a distributed system based on multiple entities working collectively. It is possible to integrate this system with already existing tools for network management. 

The network management is the process of controlling a complex information network to maximize its efficiency and productivity. The International organization for Standardization (ISO) Network Management Forum divided network management in five functional areas:

· fault management,

· configuration management,

· security management,

· performance management,

· accounting management.

The security management may entirely be realized with an intelligent security system.

There are three main types of architectures for network management [19]: centralized, hierarchical and distributed. There is no best architecture, because each type has specific features that work well in certain environments. Preferable choice is to choose the network management architecture, which most closely resembles to the network structure. 

A centralized architecture has the network management platform on one computing system, at a location that is responsible for all network management duties. This system uses a single centralized database. For redundancy purpose, this system is backed up to another system in regular intervals. Having only a single management location, security is easy to maintain. Physically the network management station can be located in a locked and restricted access area, and the system can be set up to allow only certain users. However, having the entire network management functions depending on single system is somewhat inconvenient. Full backups should be maintained; ideally at another physical location. As network elements are added, it may be difficult and expensive to scale a single system to handle necessary load. A significant disadvantage of this architecture is having to query all network devices from a single location. This puts traffic load on all network links connected to the management site and throughout the network. If the connection from the management station to the network gets severed, all network management capabilities are lost.

A hierarchical network management architecture uses multiple systems, with one system acting as a central server and the others working as clients. Some of the functions of the network management platform reside within the server; others run on the clients. The platform could use client-server database technology. The clients would not have separate database systems but would use the central server database accessed through the network Because of the importance of the central system in the hierarchy, it will require backups for redundancy. The key features of the hierarchical architecture for the network management are following:

· it is not dependent on a single system

· it has distribution of network management tasks

· network monitoring is distributed throughout network

· there is centralized information storage.

The hierarchical approach helps to alleviate one of the problems in a centralized approach by distributing network management tasks between the central system and the clients. Even though some of the management tasks are on clients using the hierarchical approach, this architecture still provides for a single place to store information about network. Because the hierarchical architecture uses multiple systems to manage the network, there is no longer a single centralized location for management of the entire network. This may make information gathering a bit more difficult and time consuming. The list of devices managed by each client needs to be logically predetermined and manually configured. Unless done carefully, this can often lead to both the central system and a client or two monitoring the same device. One possible consequence of this problem is the consumption of twice as much bandwidth on the network for network management purposes.

The distributed architecture combines the centralized and distributed approaches. Instead of having one centralized platform or a hierarchy of client-server platforms, the distributed approach uses multiple peer platforms. One platform is the leader of a set of peer network management systems; each individual peer platform can have a complete database for devices throughout the entire network, which allows it to perform various tasks and to report the results back to a central system. Because the distributed platform combines the centralized and hierarchical approaches, it also has the advantages of both, including:

· single location for all network information, alerts and events,

· single location to access all management applications,

· not dependent on a single system,

· distribution of network management tasks,

· distribution of network monitoring throughout the network.

Database replication server technology is very useful to this platform. A replication server keeps multiple databases on different systems completely synchronized, which is not a trivial task. The replication server technology for the database system is complex. The overhead associated with this synchronization can consume significantly more network resources than database client-server technology.

The intelligent security system may be implemented on every of three types of network management architectures. Effective security management requires balancing the need to secure sensitive information with the needs of users to access information pertinent to performing their jobs. The security management involves the four main steps:

· identifying the sensitive information,

· finding the access points,

· securing the access points,

· maintaining the secure access points.

An intelligent security system may manage all four steps. First two steps are built in as a priori knowledge. The third step may be realized through corresponding hardware and software. On the network level devices may secure traffic flow based on packet filters. On every host each access point to information could have an associated service, and each of those services that give access to sensitive information could provide one or more types of authentication. The fourth step is implementing the intelligent security system as it was described in previous Chapters 8 - 10.

11.3. Parallel computing systems

The overall intelligent security system's structure resembles that of a loosely coupled parallel processing system. Therefore, the parallel computing systems are very suitable environment where an intelligent security system may be applied. 

In loosely coupled parallel systems each processor is provided by its own local memory and often has its own set of periphery devices. Each processor is actually a core of computing module, having significant degree of autonomy, because local memory is able to comprehend programs and data, which are to be processed. Loosely coupled parallel computing systems are by their structure very similar to information networks. Therefore, the discussion of implementation of an intelligent security system in parallel computing systems is very similar to above description of its implementation in networked environment.

The distributed architecture of an intelligent security system was described in more detail in Chapter 8 and shown on the figure 8.2.2. That architecture is based on the fact that in the overall information system many intelligent systems may coexist working independently or collectively on the same or different tasks. It is also possible that some components work independently in the same intelligent system, but communicate and cooperate with the components of the same level from the other intelligent systems. This is especially true for the elements on the executive level, where various agents may exchange their information via corresponding transceivers.

Keeping the more than one knowledge base is important for redundancy. It is possible that one or more bases stop working for some reason. As long as there other bases which keep the same information, the highest level of intelligence will remain functional. Furthermore, the knowledge bases are the storage places of dynamic type, i.e. with ability to expand during the real - time work. Therefore it is necessary that they communicate with each other and exchange new data  between themselves.

The similar reasoning may be applied for other components of an intelligent security system. It is important to stress again that all components should have a certain degree of autonomy and possibility of decision making depending on the level of intelligence. These requirements are easily realized in loosely coupled parallel computing system, where its specific architecture makes a natural environment for implementing the intelligent security system. It would be convenient that in designing of loosely coupled parallel computing systems the concept of an intelligent security system is included at the beginning of design, so to assure maximal security of the entire information system from the start.

11.4. Neural Networks

The neural networks are also a natural environment for implementing the intelligent security system because of their main features, such as learning ability, parallelism, self-organization and fault tolerance. These features allow neural networks to solve various applications not handled well by current conventional computational mechanisms. Application areas include, but are not limited to, problems requiring learning, such as pattern recognition, control and decision systems, speech and signal analysis, etc.

Neural networks use a different computational paradigm than conventional von Neumann's architectures. Neural networks are composed of nodes and weighted connections between nodes, where each node computes its output based on a function of its weighted inputs. The overall function that a network computes is typically changed by altering the values of the weights between nodes until the desired result is achieved.

The basic building element of neural networks is neuron (node). The model of a single node consists of xn inputs, which are typically Boolean or real values. The weights (n are typically real numbers and each xj is multiplied by its corresponding 
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(j before entering the actual node as it is shown on the figure 11.4.1.

Figure 11.4.1. Structure of the model of node (neuron)

At the node these values are summed together giving a real valued total. The summed total may then be the parameter of some function f whose result is the activation a of the unit. For a simple linear unit this f is just the identity function. Common nonlinear functions used to calculate the node activation include the threshold function, where the output is 1 if the summed total is greater than some threshold (otherwise is 0), sigmoid function and stochastic sigmoid function. The output o of the unit is typically the same as the activation. However, the output may be some function F(a) of the current activation.

The topologies into which many nodes combine to make a neural network include feedforward, where all communication is in one direction; feedback, a feedforward net where some outputs are connected back to previous nodes; and bi-directional, where a connection between nodes carries input and output in both directions. Most current bi-directional networks are symmetric, in that the weight on a line is the same for inputs going in either direction.

The basic function of a single node, and typically of the entire network, is to classify a set of input patterns into a set of output states. A network is trained to perform a set of classifications by use of a training set. A training set is composed of a list of input vectors, together with the desired output vector for each input vector, which the network should learn. An input vector is applied at the input of a network, and the consequent output of a network is compared with the goal output. If they are the same, no change is made to the weights of the network. However, if the output is incorrect the weights of the network are adjusted in a fashion, which will decrease the magnitude of the previous error. Alternatively, presentation of training patterns could continue until the error rate is within some set value. This method of closing in on a desired goal through iterative changing of parameters is called convergence. One aspect of convergence algorithms with training sets is that after weights are adjusted to fit the current pattern, the network may then no longer correctly classify previous patterns already presented in the set. This phenomenon is called unlearning. This is partially the reason why it is necessary to iterate many times through the training set before convergence to a correct network is attained.

The main advantages of implementing intelligent security system with neural networks lay in opportunity to combine before described fuzzy expert system with the neural networks with the goal to optimize the control parameters. Fuzzy expert systems are designed to work with knowledge in the form of linguistic control rules. But the translation of these linguistic rules into the framework of fuzzy set theory depends on the choice of certain parameters for which no formal method is known. The optimization of these parameters can be carried out by neural networks, which are designed to learn from training data, but which are in general not able to profit from structural knowledge. 

The specification of good linguistic rules depends on the knowledge of the human expert. But the translation of these rules into fuzzy set theory is not formalized and arbitrary choices concerning the shape of membership functions have to be made. Changing shapes of membership functions may drastically influence the quality of fuzzy expert system. Thus methods for tuning fuzzy expert systems are required. 

Neural networks offer the possibility to solve this tuning problem. The combination of neural networks and fuzzy expert systems assembles the advantages of both approaches and avoids the drawbacks of them. Although neural networks are able to learn from given data, the trained neural network is generally understood as a black box. Neither is it possible to extract structural knowledge from the trained neural network, nor the special information about the problem can be integrated into the neural network in order to simplify the learning procedure. On the other hand, a fuzzy expert system is designed to work with knowledge in the form of rules. But there exists no formal framework for the choice of parameters and the optimization of parameters has to be done by hand. The proper architecture integrating the concepts of a fuzzy expert system and neural networks may solve successfully these problems.

11.5. Quantum Computing Systems

Quantum computing is one of the latest discoveries in computer science. Quantum computation uses microscope quantum level effects to perform computational tasks and has produced results that in some cases are exponentially faster than their classical counterparts.

Quantum computing makes use of coherent states to process information. Rather than the sequential discrete logic of conventional information processing, use is made of quantum superposition of so called qubits (the standard shortcut for "quantum binary digit"). Computing requires adiabatic operation. Quantum computers, if they would exist, could perform complicated tasks exponentially faster than conventional computers. For the realization of quantum computers the emphasis has so far been on quantum optics, using trapped atoms or ions. There two qubits have been made to interact.

So far, quantum computing exists mostly in a number of papers with this subject. The idea of quantum computer contains nothing really new. It is mostly re-interpretation of very well known mathematical objects, mainly the theory of quantum two-levels systems. Anyhow, it is possible that the future of information systems will be in quantum computing. Therefore it is necessary to take into consideration this type of computing when talking about future implementations of intelligent security system.

Since this field of theory is rapidly advancing it is convenient to think about the security of such information system as they develop to avoid from the beginning the drawbacks (regarding security requirements) of their conventional counterparts based on von Neumann's architecture.

11.6. Other Aspects

There are few other aspects left to discussion, which were not mentioned before. It is the issues of human interface regarding security of information systems and privacy protection. These two topics are both wide areas for discussion and it is beyond the scope of this thesis to go into all details.

11.6.1. Human Interface and Security of Information 
               Systems

There are two ways on which the human interface and security of information can be connected with each other. First is natural human concern that there will not be any damage to human health due to certain parts of equipment. The other one is somewhat different and it concerns the secure ways of user's communication with the information systems. 

The first concern is related to those parts of the information hardware and software equipment, which could possibly endanger human health. Maybe this subject looks unimportant at the moment, but when talking about safe computing it has to be taken into consideration. With today's equipment it is possible to have injured backbone or wrists, inflammation of eyes, headaches, etc.; all that as a consequence of inadequately designed equipment. The developing techniques bring also possibilities to endanger human health. It is especially true for virtual reality accessories, such as helmets, gloves or eyeglasses. Maybe it is too early to say that software can endanger human health. After all, computer viruses do not infect human beings. But, there are some software effects, which are potentially harmful, such as high frequency blinking

or fast changing of visual effects. Such effects are possibly not harmful in usual work with computers, but using these effects together with before mentioned virtual reality equipment may cause different harmful effects, from benign ones, such as dizziness, to more serious, such as epileptic attacks at persons who are prone to them. Therefore, it would be good if manufacturers of information equipment would pay attention to not endanger human health when developing new products.

The other concern is related to human communication with computer. Usual way of communication today is typing at the keyboard or clicking the mouse and looking the effects on the screen. However, there are several attempts to replace that type of communication with voice communication, i.e. to issue the commands to computer exclusively by voice. The potential risk in such an approach is that it could be easier to do some damage to the system. For example, someone only passing by could erase the complete current work of the person sitting at computer by saying one wrong word, e.g. "Delete it."  There are even worse scenarios possible. For instance, it is enough to say three short words or sentences to do even more damage: 

1. "Format C"

2. "Enter"

3. "Yes."

Every computer of today is able to understand those commands if provided by voice driven commands. Therefore, the possible risks should be taken into consideration when developing and implementing such tools.

The other aspect of this is that voice recognition or fingerprint recognition or iris recognition may be used to increase security. If special demands to security of an information system are required, the usual password schemes are not enough. The voice recognition is somewhat vague, but fingerprint and iris recognition should be unique for a certain person. An intelligent security system should have such specific features built into it.

11.6.2. Privacy Protection

Privacy protection is as old as the mankind. There have always been people who wanted to exchange information among themselves without anybody else knowing it and other people that wanted to obtain that information. The protection of written text can be found in various forms. Nowadays, in the information age, when most information are electronic and travel through networks and are therefore a prey for various attackers it is even more important to protect that information and at the same time the privacy of the individual. 

Privacy protection in terms of protection of information concerns protection of confidential data in transport or when they are stored in system. In both cases various methods of encryption can be used to make a document which has to be protected unreadable for unwanted eyes. To preserve integrity of documents one can use a digital signature to check whether a file or message has been modified. For authentication of sender a digital signature can be used. It makes possible mathematically verifying the name of the person who signed the message.

Cryptography is the science and art of secret writing, i.e. keeping information secret. When applied in computing environment, cryptography can protect data against unauthorized disclosure; it can authenticate the identity of a user or program requesting the service or it can disclose unauthorized tampering.

Encryption is a process by which a message (called plaintext) is transformed into another message (called ciphertext) using a mathematical function and a special encryption password, called the key. 

Decryption is the reverse process of encryption. The ciphertext is transformed back into the original plaintext using the mathematical function and a key.

Encryption algorithm is the function, usually with some mathematical foundations, which performs the task of encrypting and decrypting the data.

Encryption keys are used by the encryption algorithm to determine how data is encrypted or decrypted. Keys are similar to computer passwords. When a piece of information is encrypted, one needs to specify the correct key to access it again. But unlike a password program, an encryption program does not compare the key provided with the key originally used to encrypt the file and grant the access if the two keys match. Instead, an encryption program uses the key to transform the chipertext back into the plaintext. If the correct key is provided, the original message is gotten back. If one tries to decrypt a file with a wrong key, he or she gets only garbage. As with passwords, encryption keys have a predetermined length. Longer keys are more difficult for an attacker to guess than shorter ones because there are more of them to try in a brute-force attack. Different encryption systems allow using of different lengths.

Different forms of cryptography are not equal. Some systems are easily circumvented or broken. Others are quite resistant to even the most determined attack. The ability of a cryptographic system to protect information from attack is called its strength. Strength depends on many factors including:

· the secrecy of the key;

· the difficulty of guessing the key or trying out all possible keys (a key search), longer keys are generally harder to guess or find;

· the difficulty of inverting the encryption algorithm without knowing the encryption key (breaking the encryption algorithm);

· the existence (or lack) of back doors, or additional ways by which an encrypted file can be decrypted more easily without knowing the key;

· the ability to decrypt an entire encrypted message knowing the way that a portion of it decrypts (called a known text attack);

· the properties of the plaintext and knowledge of those properties by an attacker (for example, a cryptographic system may be vulnerable to attack if all messages encrypted with it begin or end with a known piece of plaintext).

The goal in cryptographic design is to develop an algorithm that is so difficult to reverse without the key that is at least roughly equivalent to the effort required to guess the key by trying possible solutions one at a time. When one protects information by encryption, the secrecy of the key, the strength of the encryption algorithm and the particular encryption implementation used protect the information. Although someone can access the encrypted file, he or she cannot decrypt the information stored inside the file.

There are two basic kinds of encryption algorithms in use today:

· Private key cryptography, which uses the same key to encrypt and decrypt the message. This type is also known as symmetric key cryptography.

· Public key cryptography, which uses a public key to encrypt the message and a private key to decrypt it. The name public key comes from the fact that one can make the encryption key public without compromising the secrecy of the message or the decryption key. Public key systems are also known as asymmetric key cryptography.

The private key systems in common use today are: crypt, DES, RC2, RC4, RC5, IDEA, Skipjack. The public key systems in common use today are: Diffie-Hellman, RSA, ElGamal, DSA.

The intelligent security system should certainly have some sort of built in privacy protection, at least in transferring the information between its various parts. 
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