
Cache Memory Example

A CPU generates bus cycle for code-fetch, data-read and data-write in the ratio of 50%, 30% and 20% respectively. Before main memory is accessed. The CPU first accesses a set-associative cache.

Given: 

Block size B = 4 words

Hit ratio h = 0.95

Cache lookup time( including transfer on hit)           Tc = 2 clock cycles

Main memory single-word access time( read or write)   Tm = 4 clock cycles

Cache block read time                               Trb = 6 clock cycles

Cache block write-back time                          Twb = 6 clock cycles

Dirty ratio d= 0.1

Calculate the average bus cycle time Ta.

Before:

*CPU does not know the existence of the cache memory. In CPU point of view, it feels sometimes the access time of the memory is faster (hit), sometimes is slower (miss).

*Memory block is accessed by cache memory, if cache want to access main memory, cache will access in a way of memory block. In CPU, CPU accesses the cache memory or direct access the main memory in the way of memory word.

*Cache will response to CPU bus cycles (command). Sometime, cache will make the system bus-cycle (service) faster. However, in sometime, cache will occupy the system bus, and cause the overall system bus-cycle slower (miss, and access in the way of memory block). So cache actually controls the flow of data, CPU only is a user.

*CPU Read cycle involves code fetch (instruction) and data read (variable), CPU Write cycle only involves data write or variable write. 

This question Bus cycle means the time required to response the CPU and free the system bus. For example, if CPU performs a data-read (variable read), system needs a time to transfer its data and then free the bus. We can also realize bus cycle as a time slot between each CPU cycle.

Simple Write Back

	Cycle-type
	Hit??
	Action
	Time

	READ
	Hit
	Cache look up
	Tc

	READ
	Miss
	Cache look up + Read Block +  Write-back a block
	Tc + Trb + Twb

	WRITE
	Hit
	Cache look up
	Tc

	WRITE
	Miss
	Cache look up + Read Block + Write-back a block
	Tc + Trb + Twb


Ta = 50% . (Tc + (1-h).2.Tb) + 30%.(Tc + (1-h).2.Tb) + 20% . (Tc + (1-h).2.Tb)

   = (Tc + (1-h).2.Tb)

   = 2+ (1-0.95) * 2 * 6

   = 2.6 clock cycle.

Description:
 
We consider memory word access from cache memory is very fast. Thus, cache look up time already means CPU can read/ write its require memory word.

For simple-write back, all miss cycles will write a block date back into the main memory. So for read miss, main memory will transfer its data to CPU and Cache. (trb). At that moment, suppose CPU already can execute the next instruction. Although CPU start execution and cache memory have the same data as the main memory, however, cache will still write the same block of date back to the main memory (twb), and occupy the bus. For write miss, cache will immediately 1. allocate a block (almost no time consumed), 2. read memory word from CPU, 3. read the data block that match the required address from main memory. 4. update the cache address tag and memory word in cache block simultaneously. Four processes performed simultaneously, and the access time is trb, as it is most time consuming (trb > tm). After that, cache will write back the updated data block to the main memory (twb).

Dirty write back

	Cycle-type
	Hit??
	Action
	Time

	READ
	Hit
	Cache look up
	Tc 

	READ
	Miss
	Cache look up + Read Block +  Write-back a block if it is dirty
	Tc + Trb + d. Twb

	WRITE
	Hit
	Cache look up
	Tc 

	WRITE
	Miss
	Cache look up + Read Block + Write-back a block if it is dirty
	Tc + Trb + d. Twb 


Cache activities same as the simple write back, the only different is the write-back only happen when that data block is dirty. Dirty means has been modified, and hence should update to the main memory.

Ta = Tc + (1-h).(1+d).Tb

   = 2+ (1-0.95) * (1+0.1) * 6

   = 2.33 clock cycle.

Instruction- Only Cache

Cache only works for code-fetch.For data-read and data-write, cache will simply ignore it, in this case, the system seems does not have any cache memory. CPU performs data read, or data write in the way of memory word.

	Cycle-type
	Hit??
	Action
	Time

	Instr. Fetch (READ)
	Hit
	Cache look up
	Tc

	Instr. Fetch (READ)
	Miss
	Cache look up + Read Block
	Tc + Tb

	Data READ
	Hit
	Read Memory word
	Tm

	Data Write
	Miss
	Read Memory word
	Tm


Ta = 50% . (Tc + (1-h).Tb) + 30%. Tm + 20% .Tm

   = 0.5 * (2 + (1-0.95)* 6 ) + 0.3 * 4 + 0.2 * 4

   = 3.15 clock cycle.

Write-through w/o allocate

	Cycle-type
	Hit??
	Action
	Time

	READ
	Hit
	Cache look up
	Tc 

	READ
	Miss
	Cache look up + Read Block
	Tc + Trb

	WRITE
	Hit
	Cache look up + Write memory word
	Tm  (∵ Tm > Tc)

	WRITE
	Miss
	Cache look up + Write memory word
	Tm


For write-through policy, always write to main memory. Without allocation means any write miss cycle only memory is written, the cache is undisturbed. In write hit, write new memory word into cache and main memory simultaneously 

Ta = (0.5 +0.3)*[Tc + (1-h).(1).Tb] + 0.2 * Tm

   = 0.8 * [2 + (1-0.95) * 6]  + 0.2 * 2

   = 2.24 clock cycle.

Write-through with allocate

	Cycle-type
	Hit??
	Action
	Time

	READ
	Hit
	Cache look up
	Tc 

	READ
	Miss
	Cache look up + Read Block
	Tc + Trb

	WRITE
	Hit
	Cache look up + Write memory word
	Tm (∵ Tm > Tc)

	WRITE
	Miss
	Cache look up + Write memory word + Read Block
	Tm + Trb


With allocation means each write cycle CPU must write to cache memory. For write cycle, whether it is cache hit or cache miss, CPU will still send memory word to cache. If cache find miss, cache will further update it address tag and read a block data from main memory.

Ta = (0.5 +0.3)*[Tc + (1-h).(1).Tb] + 0.2 *[Tm + (1-h).(1).Tb]

   = 0.8 * [2 + (1-0.95) * 6]  + 0.2 [ 4 + (1-0.95)*6]

   = 2.7 clock cycle.
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