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Introduction

In the early decades of its existence, the Information Technology (IT) organization of an enterprise was seen primarily as a technology provider. In most organizations, IT acquired the necessary data processing technology to support the business of the enterprise, housed it, maintained it, and replaced it when newer technology became available to meet the ever increasing thirst for the power electronic information processing brought to the business. Due to the complex and mystical nature of keeping large computer systems running, the IT organization often existed as an island of technology; inhabited by a different breed of folk, living behind glass walls, doing who-knows-what, apart and very much different from those who participated in the day-to-day operation of the business.

As computer technology evolved from the mainframe to the mini to the micro, and as this technology moved from the domain of the guru to that of the ordinary citizen, corporate expectations about the IT organization changed as well. The expectation of IT being a technology provider changed to one of being a service provider, due primarily to the fact that anyone with a budget could now go out and acquire information processing technology down at the local "computermart". The focus of business users is now firmly directed at how IT can provide some value-add over simple technology acquisition (no longer a big mystery). Expectations are evolving that say IT must now be a significant contributor to the business mission of the enterprise. Coming with that expectation is a strong emphasis on bottom line performance such as ROI, competitive advantage, and industry leading thinking.

In reality, IT has always been a provider of service, rather than just technology. It has taken the shift in how technology is delivered to business users to make that fact apparent to those outside the glass house. No longer can IT focus on technology for the sake of technology as it was wont to do in the first 30 years of its existence. Rather, IT managers must now strongly focus their talents on the use of technology for the sole purpose of providing services to the enterprise to increase its viability in competitive markets. IT organizations that have not accepted this fact have found themselves the focus of intense scrutiny by business managers within the enterprise with oftentimes dire results such as outsourcing, forced reengineering efforts (often on a massive scale), and the associated instability and personal trauma that accompany such alternatives.

Added to this situation has come a rapid and fairly radical shift in the basic technology used to support IT organizations within the enterprise. The movement from a centralized, small number of large systems running a common operating environment (mainframes) approach, to a decentralized model based upon numerous distributed heterogeneous systems connected by corporate networks, has just added fuel to the fires of chaos within many IT organizations. IT managers who were comfortable within the confines of the glass house, managing stable, well understood mainframes, are suddenly faced with understanding and implementing new, less mature (but supposedly more cost effective) bits of technology. Add this to the challenge of becoming a responsive, quality-of-service based organization as previously mentioned, and it is no surprise that IT organizations and the people within them are facing challenges that had been forgotten or had never been experienced.

What IT managers often do not understand is that it not the technology itself that provides service to the enterprise, but rather it is the proper application of the technology. It is indeed a small, but nevertheless significant, paradigm shift to make the transition from a technology provider mentality to that of a service provider way of thinking. All the technology in the world will not make an IT organization a better service provider. What is required to successfully make the transition is a management strategy and a set of tactical methodologies that support the objective of being a world-class service provider.

This leads to the topic of Service Management , or more specifically, IT Service Management (ITSM). ITSM has been used in the IT industry for many years in one form or another, usually by organizations that have realized the necessity for a balanced, service delivery approach within IT. ITSM is based upon the philosophy of defining, achieving, and maintaining required levels of IT service to the business user population with the enterprise. Unfortunately, it can be said that very few IT organizations have adopted ITSM as a key strategy toward meeting their stated objectives within the larger enterprise. Even more unfortunate is the fact that on the path toward adoption of the distributed IT model, many organizations have left behind an orientation toward service while they struggle to gain control over new and somewhat immature technologies.

In order to meet the expectation of the enterprise that IT is a significant contributor to the business only in the context of providing value added services above technology acquisition, IT organizations in general need to (re)adopt the ITSM philosophy. Like any set of key management processes, successful ITSM requires a commitment at the highest levels of management within IT organizations. The good news is that the process is well understood and thoroughly documented. Consequently no invention is required - only execution.

The remainder of this paper covers the subject of ITSM in more detail. It is specifically written to reflect the needs of IT management who are working with distributed technologies and reflects some of the challenges and new ways of thinking required to successfully implement ITSM in the distributed environment. The material in this paper is derived from actual experience in consulting with IT groups that were looking to make the transition to service based organizations within their respective companies. The material has been refined over the years to reflect the changing face of technology used within commercial IT, and has proven successful for those organizations that have adopted the processes described here.

Although the rigor of adopting and implementing new management practices may seem less than appealing at this juncture in technology evolution, it appears the alternatives may be even less appealing to those who are charged with delivering IT services to their respective companies. Failure to implement ITSM or similar practices is just delaying the inevitable -- and it will only get harder as the pace of technology evolution continues to accelerate.

Background

Service Management (sometimes referred to as Service Level Management) is an activity that has long been practiced in the data center. Typically related to the effective deployment and management of mission critical applications, Service Management is a strategy intended to provide (and in many cases, guarantee) levels of service from IT to business users who rely on IT applications as a tool to support their mission within the enterprise.

As the global IT community has moved towards implementation of the distributed computing paradigm based upon operating environments such as UNIX1, Microsoft Windows2 (and more recently Windows NT and Windows 95), and TCP/IP based local and inter-networks, the concept of Service Management has been relegated to the background or in some cases, ignored all together. Based upon the history of technology evolution in recent years, this was to be expected. Adoption of new technologies focus almost entirely on implementation issues early in the lifecycle, which have a tendency to ignore the more mundane and fundamental tasks of management. However, as IT organizations progress along the timeline of technology adoption and as implementation issues are overcome, the need to effectively manage the technology to support day-to-day business objectives again becomes paramount.

It appears that we are now at that point in the timeline. Early adopters of distributed IT technology have successfully deployed systems and their interconnecting networks, and have migrated or developed mission critical applications to run on that infrastructure. The distributed computing model is now mainstream, and as such, IT managers and the industry at large are starting to focus less on firefighting (although this is still a highly visible activity) and more on "we're in it for the long haul" types of management activities needed to support the mission critical IT environment.

The key to effective IT management is still Service Management. The problem of providing consistent, timely, high-quality service to business users in the enterprise has not changed -- only the underlying technology to support it. However, this new distributed computing model brings with it challenges for effective Service Management that were overcome years ago in a mainframe based IT organization. In fact, it seems that it was sufficiently long ago that these practices were developed that many IT managers have forgotten how they were derived, and are now at a loss to rapidly re-create that management structure now that they are faced with the same task in the distributed environment.

Service Management is a Strategy

As technologists are wont to do, they have a tendency to become tactical very quickly in search of a solution to a perceived problem. This stems primarily from the "firefighting" mentality that goes along with the implementation of new (and sometimes immature) technology. This is not to say a firefighting mentality is a flaw in the way IT organizations operate. Quite the contrary -- if we didn't have good firefighters it is highly unlikely we would have seen the rapid adoption and use of new technologies that promise to lower IT costs and make IT organizations more responsive to the business needs of the enterprise.

However, firefighting is a tactic, not a strategy. It is a reactive activity and if used as a management method, creates the classic oxymoron "reactive management". Proactive methodologies stem from a strong base of planning. This means an effort has been made to set objectives based upon a clear organizational vision. From those objectives stem a clearly defined set of strategies that can be expanded into implementation tactics to support the objectives set forth early in the planning process. This is a standard planning methodology used by organizations to successfully manage their activities throughout the world. Much can be learned from this methodology when tackling the problem of managing the distributed IT environment.

Service Management is one such strategy. It stems from the objective of the IT organization of providing a high level of service3 to business users within the enterprise. Words typically found in objective statements in this area include "timely", "consistent", "quality", "productivity", and "value". Strategies typically emanate from the "top down", so Service Management is a concept that is of great importance to CIOs, CFOs, and Strategic Planners within the enterprise.

Essentially, IT Service Management is the strategy of defining, achieving, and maintaining required levels of IT service to the business user population with the enterprise. The reason Service Management is such an effective strategy is because it focuses on the needs of the business user as the primary driver for the development of the IT infrastructure. Rather than arbitrarily deploying computers and networks of various capabilities and capacities, an effective Service Management strategy takes into consideration the needs of the user population for any given application area when designing and implementing that portion of the IT infrastructure. The by-products of this activity are twofold:

1. A higher return on investment in IT expenditures. By using the needs of the IT customer to specify the capabilities and behavior of the IT infrastructure, costs are understood early in the cycle. Excess capacities can be avoided, and proper on-going management activities are understood, can be planned for, and staffed. As such, capital and personnel costs can be better understood and controlled.

2. Fewer failures through proper expectation setting. By working with the business user during requirements and planning activities, their needs are known and IT analysts can help them understand if their expectations can be met within the fiscal constraints of the IT organization. They also feel their input was considered from the beginning and they are "part of the solution", rather than "part of the problem".

Not only can Service Management be used when initially developing a distributed IT infrastructure, it can be used to gain control over resources that may have been deployed in a more "ad hoc" manner. However, in both cases, it is necessary to adopt Service Management as a key strategy to be applied aggressively within the IT organization.

The remainder of this paper focuses on aspects of the deployment of Service Management within the IT organization, and discusses some of the current challenges that face IT organizations as they make use of this methodology.

Service Level Agreements

The first level of tactical support for Service Management is the Service Level Agreement (SLA). Service Level Agreements are documents prepared explicitly to define the various service levels IT is expected to deliver to the business user within the enterprise. As part of the overall problem decomposition process, SLAs are written to focus on individual applications and the service levels required by the application users. Therefore, it is typically necessary to prepare more than one SLA for any given business user community (e.g. Order Entry, HR, etc.). In some cases where applications span multiple business users (e.g. electronic mail, Internet Access, etc.), a SLA is prepared to reflect the needs of heterogeneous business users, but with common service needs.

Rarely is it effective to combine multiple applications in a single SLA. One of the challenges faced by IT organizations is proper decomposition of the problem into manageable parts. Unless there are tightly defined similarities between applications servicing the enterprise (and it is not out of the question that these exists -- office productivity, for example), a SLA should be confined to focusing on a given application.

Are SLAs required for all applications? The answer is typically "no". The characteristics of applications for which SLAs are prepared usually include mission critical applications (those which are vital to the day-to-day operation of the enterprise and without which the enterprise would suffer significant business stress), mission sensitive applications (those whose loss or delivery of inadequate service would impact normal productivity), and those which have a high level of visibility within the organization (political). In the case of mission critical and mission sensitive applications, the need for service management is obvious. Highly visible applications, even if they are not of the mission critical or mission sensitive variety, can bring undue scrutiny of the IT organization if adequate levels of service are not provided, and should be considered as part of the mix of applications for which SLAs are used.

Service Level Agreements have been in use in the mainframe data center environment for years. Why? Applications with the characteristics described above have typically been found running on mainframes managed by the enterprise data center. Consequently, the reader can see that SLAs are not new and their use has been proven over the course of time4. Appendix A provides a structured mechanism for the development of Service Level Agreements, as well as a suggested list of what a SLA would actually contain.

Service Level Objectives

For IT managers, the most important by-product of the SLA is the ability to accurately define Service Level Objectives (SLOs) for the IT organization against a particular application. SLOs are solely in the domain of the IT manager and his staff. They are derived from what the stated business user service levels need to be based upon the development of the SLA. From SLOs come the actual metrics IT management needs to collect, monitor, store, and report on to determine if IT is meeting the agreed upon service levels for the business application user. For example: An application needs to be available for use during certain shifts (availability). This requirement decomposes into days of the week, hours of the day, etc. A metric needs to be established that reflects application availability from the standpoint of the business user. Based upon the implementation method used (single system, n-level client/server, etc.) measures need to be established and taken to determine adherence to this objective, as well as (and more importantly from a business user satisfaction standpoint), when it is not. Procedures then need to be established for the collection of this metric, as well as what to do if it falls into non-compliance (e.g. fault management). Planning needs to take place to schedule maintenance of hardware and software so as not to impact availability. Backups need to be scheduled, or alternative means to off-line backup determined, so as not to affect application availability, etc.

An application needs to meet certain responsiveness and throughput requirements (performance). Measurements need to be taken to understand the application's behavior during normal periods of use to determine if user response time meets the service level specified in the SLA against specific business transactions. If volume of work is an agreed upon service level, business transaction counts need to be taken. As before, comparison against service levels must be made and if exception conditions exist, have processes in place to handle the exception (performance analysis). In the planning arena, specification of required responsiveness and work volume service levels lead to proactive activities such as capacity planning for IT infrastructure components affected by the particular application.

An application needs to meet certain privacy requirements (security). Mechanisms must be put in place to insure secure access to certain applications due to company confidentiality or competitive threats. Measures to the effectiveness of this system must be put in place and monitored against service objectives (e.g. no unauthorized access, different levels of access to certain parts of an application, etc.). Again, processes must be in place to act upon exceptions to the service objective. As above, long-term storage of these metrics must be accomplished to accommodate reporting mechanisms to show adherence or exceptions to the service objective.

An application must meet reliability requirements (accuracy and recovery). Somewhat related to fault management, measurements must be established and collected to determine the accuracy of an application. This may require periodic sampling of the work accomplished by the application, or may require the application to be instrumented to provide those measures in real time. If recovery is an issue, measures are needed to understand IT's ability to respond to a natural disaster or if a key data base service is lost and must be re-established.

As the reader can see, Service Level Objectives are a natural by-product of the service levels determined and articulated through the Service Level Agreement process. Where the author has found the most confusion however, is in the establishment of the proper metrics to measure service objective compliance. This is especially true in the distributed environment where the components of the infrastructure that need to be measured are many, are heterogeneous in nature (come from different vendors) and may be located in areas that are geographically remote from the center of management activity.

The next section discusses the metric selection and collection process and lends some insight into how this problem can be handled in the distributed environment.

The Right Metric for the Job

In the early days of mainframe computing when IT Service Management was first getting its start, it was quickly realized that getting the metrics necessary to track service objectives was difficult. In some cases, the proper source of the metric was not available. In other cases, even if the metric was available, there was no consistent way to log and access the metric(s) for management purposes. IBM developed a logging mechanism called Systems Management Facility (SMF) to help solve this problem. SMF provides a logging facility for IBM subsystems (CICS, DB2, RMF, VTAM, IMS, etc.) that contain instrumentation and report on their behavior. SMF also provides the application developer the ability to log data from user applications which can then be accessed in the same way (sub)system data is accessed. This simplified the IT managers' job by providing consistency of metrics across subsystem and application boundaries. It also provided the impetus for a multi-million dollar a year industry for ISVs who provided management applications around the SMF data source.

In the UNIX and NOS (Microsoft NT, Novell Netware, etc.) environments, there is yet to exist a standard way to log management metrics that is similar to SMF, but technology now exists that overcomes this limitation. This has caused many IT managers who come from the SMF world (and who relied heavily on tools that use SMF data) consternation due to the lack of a consistent data source. Those IT managers who come from environments where a robust management data source is not available are also often times unaware of the benefits this type of facility can provide when administering to their systems and the applications they support. Consequently, what we see in the distributed environment is an attitude of "If I can't understand it, I can't manage it", and as such, this has supported a slow movement towards the definition and use of SLAs and service objectives within IT organizations that support distributed computing environments based upon UNIX and NOS platforms.

What needs to be acknowledged is that although SMF (and SMF-like mechanisms) have worked well in the large, proprietary environment, this philosophy breaks down in the distributed environment. This is primarily due to the large volume of data collected5 and the associated overhead on system resources required to support the collection6 (Disk storage, CPU to process the large volume of data, etc.) Alternatives to this approach are now starting to be used, which in essence stress collecting just the "right metric" for the management task at hand.

Based upon a clear definition of the service objective for any given service level, and having defined the proper metrics to support adherence to the service objective, management metrics can be classified in at least three different ways. Each class of metrics has a particular management activity in mind as part of monitoring and maintaining service levels. The intent is to only gather the metrics necessary for a particular management activity, which reduces the overhead of collection and storage, as well as reducing the burden on management tools and human operators in the interpretation and required action on the data. Three classifications of metric collection include: Health and/or Service Objective Compliance. A small number (1 - 10) of metrics that are intended to provide a high level view of system, subsystem, or application health and service level compliance. 

These metrics are typically used in a real-time7 context in a management by exception mechanism8. These metrics are looked upon as indicators only, and have discrete values which may equate to a traffic light. Green -- all is well. Yellow -- there is trouble brewing and attention may be required. Red -- a problem is occurring (or has occurred) and immediate attention is required.

In most cases, these metrics are not atomic in scope -- rather they are a result of many different aspects of the behavior of the system, subsystem, network, or application being analyzed. Output of the analysis are the health and SLO compliance metrics. This implies additional levels of intelligence in the data collection mechanism -- more than just instrumentation, collection, and logging. This intelligence is typically found in an "Agent", a program/monitor running on a system at all times, charged with watching over the system and alerting a management console when anomalies occur.

Since local intelligence is used to watch over a system and management by exception notification to a centralized console is used, network overhead is significantly reduced. Only a small message alerting an operator or help desk administrator would be needed, and the local Agent would initiate the message9 as well as the capability of initiating and monitoring some local action that may help alleviate the situation.

High-to-Medium Level Problem Resolution. There are two different foci for this set of metrics. In a problem resolution situation (yellow/red alert) a larger number of metrics (say, up to 40) are needed to "drill down" into the problem. The idea is to present enough metrics to understand the problem or non-compliance situation roughly 80% of the time, but not over burden the human operator or Agent program with excessive detail. In many cases, this data would be logged in order to give a better picture of the phenomenon that is being observed over time through the capturing of the particular set of statistics.

The second use for this set of metrics would be to support trending and general resource models for use in management reporting and IT financial applications. In all cases this data would be logged much as it is today, but already summarized at the point and time of collection to avoid the overhead of logging excessive levels of detail.

In both cases, the data would be logged locally and kept for a short period of time (perhaps up to 30 days). Mass storage requirements would be held to a minimum based upon the pre-summarized nature of the metrics being logged. Network overhead again would be minimized by transferring summary/pre-processed data to a centralized repository for longer term data storage and centralized management and reporting.

Detailed Troubleshooting, Optimization or Modeling Metrics. As many metrics as necessary to solve the other 20% of the problems or to use for an optimization/tuning or modeling exercise when doing application/subsystem development.

This is fairly close to the method used today by many metric providers but is only needed in a small number of cases and for a short period of time. There are cases when summarized or interval data just isn't granular enough to solve a problem or to characterize a highly detailed model, and this classification and mode of metric generation is designed to accommodate those situations. Again, this level of granularity should be selectable by a tool or an Agent so that it is only used in the cases where it is needed. The overhead of this method of collection can be quite high and will typically impact system responsiveness in some fashion. If transferred to a central location for further use and analysis, network overhead will be a factor.

If this classification scheme is used, the task of collecting management metrics for SLO monitoring and problem solving is simplified significantly. Confusion is reduced as to the use of a particular set of metrics and increased focus can be given to the quality of the metrics, rather than the quantity. It also allows for a phased implementation of service level monitoring and what it means.

Monitoring is the act of determining compliance to agreed upon service levels -- not determining why they are not being met. Although important, problem resolution (as opposed to determination) is a separate, more tactically focused activity than monitoring for compliance. In normal day-to-day operations, in a well-understood and properly designed infrastructure, problems are the exception, not the rule. 

Consequently, in the early phases of service level management, monitoring for compliance is the first step. As problems are determined and characterized, methods for their resolution are a natural by-product of the service management problem decomposition process.

The bottom line is this: focus on getting the right metric for the management task at hand. This implies the task is understood and the desired solution has been well defined. Ignore the urge to create a solution and then look for a problem to solve with it by collecting every piece of data, all the time, with the thought that someday it may be needed.

Service Management Support Tools

Having the right information to monitor service level compliance is the biggest step toward successful Service Management. However, without the proper support tools to help in the management task, Service Management can prove to be a daunting activity. As mentioned previously, it was essentially the creation of the SMF logging facility that enabled a broad base of management tools to appear on the scene to assist in service level management on the mainframe. Resulting tools developed to use this data made it possible for IT managers to understand and properly control their environment.

Based upon where the UNIX and NOS environments are in their evolution towards mission critical support, we are seeing more and more management support tool offerings appear. Although slow in starting, the management tool industry is gaining momentum rapidly and the rate of release of new solutions has become exponential.

For instance, in 1993 there was literally a dearth of system management tools (administrative, operations, etc.) available in the UNIX and NOS marketplace. The management tool scene was dominated by TCP/IP network management tools designed to help the network administrator start to get control of his or her far flung set of network components, data channels, etc. Based primarily on SNMP (Simple Network Management Protocol) Ver.1, these network management tools offered centralized fault detection and control of network components and essentially paved the way for the successful implementation of TCP/IP based local and inter-networks throughout the world.

Since then, there has been a surge of system management tool offerings showing up in the marketplace. Evolving from the philosophy of treating a computer system like a network component so SNMP management platforms could monitor them, we've seen operations and administration platforms developed specifically with the idea of managing systems. Alternative methods of communication between agent and consoles have evolved based upon non-SNMP mechanisms10 which have been traditionally used in the network management platform tool offerings. In addition, the trend towards integrated system and network management platforms continues to increase, to allow for managing complete portions of the infrastructure from a single console.

However, there are many critics of today's tool offerings -- and in large part for good reasons. Due to the stage of evolution of these tools, and due to the fact that they come from many different vendors, integration of applications has been an issue. Even though we have common consoles from which to manage both our networks and systems, the management applications rarely interact well, if at all. On top this, these tools still give a discrete component view of the infrastructure; e.g., we still look at individual systems or network components.

With the increasing emphasis on managing applications (consistent with the Service Management philosophy) rather than components, there is still a ways to go in creating suites of tools that focus on application management rather than system or network management. The good news is however, these shortcoming are being acknowledged by the tool providers and significant work is being undertaken to get results in this area. It should be remembered that this is an evolutionary process. Based upon history, progress is being made much more swiftly than what occurred in the mainframe world 15 years ago while at the same time, solving a much more complex management problem.

The better news is that current tool offerings, especially those based upon centralized frameworks that allow for control of the distributed environment, are more than adequate to perform effective Service Management. Recall the biggest challenge of Service Management is the determination of appropriate service levels and the metrics needed to monitor them. There are many tools available today, using more than one technology, that are adequate for the purposes of monitoring service objective compliance. As a matter of fact, most distributed management tools initially were developed to allow for generating alerts to managers letting them know a component was out of tolerance. Technology is also available for the logging and access of key management metrics for both reporting and troubleshooting purposes across multiple platforms, with more platforms on the way.

It is the author's opinion that the tool offering in the area of distributed system and network management will continue to evolve at a rapid pace. There will be shake-outs in terms of who the dominant players are and it seems logical than many partnerships and alliances will be formed from within the ranks of current and future players in order to leverage off the key strengths of each. This all spells good news for the IT manager concerned with Service Management goals in mind. When properly applied, the tools of today will more than adequately help the manager get service level management under control. The tools of tomorrow will undoubtedly take into consideration the need to better understand key application behavior, and to be able to provide end-to-end management of key business transactions.

So, should you wait and watch the evolution of tools before accepting Service Management as a key strategy to improve IT services? The author thinks not. Tools are at the far end of the path to effective Service Management within the enterprise. With proper planning and attention paid to establishing key service levels and the service objectives put in place to support them, Service Management can be achieved with today's tool offerings and the benefits of Service Management can be achieved that much sooner. Surprisingly enough, if the early phases of Service Management implementation are treated with rigor and properly applied, the implementation of the actual monitoring and reporting on established services levels becomes fairly easy. It all boils down to how well the management task has been defined ahead of time, rather than flailing against a set of unknowns or indeterminates.

Summary

This paper has discussed the concept of implementing Service Management within the distributed enterprise. Service Management is a strategy that has been used successfully for many years in the mainframe-based data center to provide known service levels to mission critical and mission sensitive application.

Effective Service Management is based upon understanding the service levels required by business users of key applications. A high level tactic for the establishment of key service levels is the Service Level Agreement (SLA). Service Level Agreements are commonly used in IT environments where high levels of business user satisfaction have been observed. A properly implemented SLA allows IT managers to easily derive Service Level Objectives (SLO) which are the IT measures necessary to insure service levels are being met. SLOs map directly into one or more key management metrics that are used as indicators as to whether the actual service levels are being met. Figure 1 shows the flow of implementing Service Management and describes the characteristics of each of these four components.

Availability of management metrics which support IT's SLOs are critical to the success of Service Management. Traditional methods of collecting management metrics such as SMF are not well suited for the distributed enterprise. An alternative view of collecting management metrics was presented and has been observed to be successful in many real-life circumstances.

When paired with a distributed management framework and operation and administrative support tools, the management metrics established to support IT's SLOs allow for the implementation of Service Management within the distributed enterprise. Current distributed management tools are evolving and will continue to evolve as key alliances and partnerships are formed in the marketplace which promises even better solutions in the future for IT managers charged with service level management.

Service Management has proven its worth in the data center. It has an even greater potential for key benefits for the distributed enterprise by strategically focusing on business users as the IT driver. Service Management can be used to help control burgeoning costs created by uncoordinated acquisitions of IT materials to support the distributed enterprise by focusing on providing required levels of service, rather than building infrastructure. Without question, Service Management will become a highly visible and effective means of moving IT into the next millennium.



Figure 1. Four Components of IT Service Management

Appendix A

Eight Steps to a Successful Service Level Agreement

Listed below are eight steps that can be used to successfully develop a Service Level Agreement. These steps are meant to encompass a wide variety of service management issues, including resource and performance management. Not all steps are necessary for all situations, and not all sections of a Service Level Agreement as defined in Step 7 are necessary for any given SLA.

Steps 1 and 2 are specifically geared towards the development of SLAs for application responsiveness or throughput. Other steps may refer to steps 1 and 2, or mention understanding resource availability and resource consumption. These steps and references may be of interest to the reader, but are not necessarily required in all cases.

1. Establish IT Resource Inventory.

The ability to provide service must be understood before Service Level Agreements can be put in place. For example, you need to know the aggregate amount of CPU power available for applications. In simple cases, this may be a single box, or in other cases you may be dealing with multiple boxes, multiprocessors, or client server situations. Available disk space, printing capability, terminal/workstation connectivity, off-line storage for backups; all are important and need to be quantified. You also need to be able to quantify available network bandwidth at key points in the IT infrastructure. This includes local area and wide area networks, as well as an understanding of how they are interconnected and how data is routed from one point in the infrastructure to another.

References to "information infrastructure" within this appendix can be considered to apply to computer systems, networks, major software subsystems (e.g. RDBMS, etc.) and the like.

You also need to understand how the non-infrastructure parts of your applications function. It is a rare system indeed that does not have a manual component somewhere in the process. The relationship between these manual resources and automated facilities needs to be well understood. Too many times motivated IT managers have optimized information infrastructure resources only to find the application bottleneck was in some manual portion of the system!

Exit criteria for step 1 should be a detailed list of system and network resources and their configurations that can be referenced during the remainder of the study.

2. Understand How Resources Are Currently Being Used.

Although somewhat related to item 1, understanding in detail how your resources are being used insures you can account for where your capacity inventory is being consumed. This should be understood from both a global (system/network-wide) and per-application basis. The global perspective gives you a feeling for what might be available to use to improve existing service levels, or to establish new applications. 

The per-application audit establishes a firm baseline from which you can make additional extrapolations as to how an individual application consumes resources which provide the resulting service levels. 

Application information is also critical to have when entering the next phase of SLA development.

In order to understand how your infrastructure resources are being used, you need monitoring tools that will give you information in a way that is easily interpreted. These tools may be based upon software monitors (agents) that collect data on systems or networks, or they may be specific hardware devices that attach to network segments and feed their data back to software-based management consoles.

Many tools present this information as a lump of tabular data. Although tabular data is necessary to discover discrete events, large listings of numbers by themselves are virtually meaningless in this environment because you're trying to determine service level metrics at a much higher level. Looking at reams of numbers has a tendency to numb you to what you're actually looking for, and is the wrong approach to this type of problem.

Graphical representation of this data is much more effective and gives you the "big picture" needed to manage at this level. Although tools which display immediate results of real-time data are somewhat helpful here, the real need is to be able to see infrastructure resource consumption data, both global and application-oriented, displayed over time. This allows you to see both instantaneous and short term events to observe "burstiness", and also to get a feel for trends of resource consumption over a longer period of time.

The bottom line is you cannot, in any effective fashion, get a handle on this information without the assistance of tools which collect and optionally display this data. Without these tools, the people resources spent on management is too high, and the return on investment too unpredictable to make the activity worth doing.

Exit criteria for step 2 should be a write-up of your findings, with supporting graphs and tabular data. The global perspective should be addressed separately from the application perspective. Each application should have a brief write-up to cover the infrastructure and manual resources used.

3. Establish Current Service Levels for the Application of Interest.

Prior to engaging the application user group for a discussion of their current service levels (discussed later), you need to establish in general terms, what the current service levels actually are. Often times this is quite easy, especially if you already have a good working knowledge of the application and the way in which it is used.

It behooves the IT staff working on the SLA to know as much about the application and its associated system requirements as possible before going to work with the end users. This is not to imply that IT is keeping the SLA process a secret. Quite to the contrary, it is important to get conceptual agreement before going to any great lengths on the project. However, if you do not have a handle on how their application is behaving, you will not have all the information you need to do a good job on the next step.

If information on the application user group's current service levels is unknown, steps need to be taken to get the data. Customer interviews, meetings with application support staff, review of work flow diagrams, etc., should establish the metrics. Some of your measurements from step 2. should help in determining actual values.

Exit criteria from step 3 should be a concise description of each application of interest, and its current service levels in the area in which you will be writing the SLA. The metrics being described should have been ascertained by working with the user group, or from expert knowledge based upon working with the application in the past.

4. Determine Customer Needs (and Wants).

Until now, you have just been gathering the resource consumption information necessary to start working on the SLA. Now that you are armed with the data you need to work with the customer on getting the SLA set up, you can sit down with representatives of the application user group, and see how things are going. The customer has obviously (as mentioned in the previous step) been primed for what is to take place in the meeting, so what you're trying to determine is how effective IT has been in satisfying the customer's needs and wants.

Note: it is IT's job to discuss the application with the user(s) in their (business) terms, NOT IT terms, and to translate what the user says into terms IT can then use to measure against metrics. Think of all the times you felt at a disadvantage when someone was speaking to you in jargon about something that was very important to you (financial plans, car, house, etc.). You will really establish yourself as a professional if you go to the lengths necessary to understand the user's needs in their terms, and you will get much better answers than if you try to elicit their answers in your terms instead.

Your interview team needs to ascertain if the current service levels are satisfactory. If not, what are the acceptable service levels? Why does the user perceive current service levels are not adequate? What, in their opinion, can IT do to correct the deficiency?

There is, of course, the situation in which there are insufficient resources to achieve the desire service levels. You should know this from steps 1 and 2, with the details refined in step 3. This should not be a point of detailed discussion during the customer interview, however. You may find it difficult to even quantify an absolute answer without further study and extrapolation. More on this in step 5.

As mentioned before, there is the issue of needs versus wants. Needs are what is required to get the job done per minimum specs. Wants on the other hand, are usually a superset of needs and although important to user satisfaction, should come with a higher price tag or set of tradeoffs in order to reflect their non-critical aspects to getting the job done. On the other hand, politically speaking, addressing wants can be just as important as addressing needs.

The exit criteria for step 4 should be consensus from both IT and the application user group that the mutually agreeable metrics have been identified and will be used, in one form or another, to track service level compliance.

5. Determine Costs of Providing the Desired Service Levels.

Here's where the SLA starts to give some payback.

The resources consumed to support current service levels were determined in step 2. Now you need to attribute the cost of these resources back to the user (although not necessarily for the purpose of cost recovery). Most managers who use IT Accounting and Chargeback systems should already have a good handle on this information, or be able to break it out rather easily.

If you are running your IT organization as an expense center for the enterprise, you may have a harder time in quantifying these costs due to the lack of an established unit accounting and rate structure. You need this data primarily to help determine the costs of providing higher levels of service. What you may find out in the process however, is that you are under- or over-charging for the service now being provided. That's good data any way you look at it.

Ideally, where applicable, you should strive to get the costs of the service levels down to a business transaction level. This allows the quantification of the costs the end user can understand, rather than discussing costs in computer work units, or whatever. In all cases, costs should be broken out by line item; that is, if there are several factors which affect the cost of the service, they should be called out individually as well as in the aggregate.

You or your staff should be able to take these customer-oriented service levels and translate them into Service Level Objectives (SLO). This is the act of turning a logical perspective of the application into its actual physical components which can be monitored by IT. For example there may be disk space or a volume mounting component built in to the service level criteria. System availability plays a big role in service level management, as does network connectivity. In many cases, due to lack of business transaction data, extrapolations to more primitive measurements may need to take place and the relationships between the higher level business transactions and the lower level computer and manual system activities defined.

Exit criteria for step 5 are service level costs associated with each service level metric for the particular application.

6. Determine If Desired Service Levels Can Be Met or Maintained.

As mentioned in step 4, it may not be possible to meet or maintain the desired service levels with current infrastructure resources and current system demands by all applications. You cannot agree to maintain service levels if the resources are not there to meet them, so it is necessary to make this call before writing the SLA.

What is meant by "maintain" current service levels? You may be meeting them now, right? This may be true, but very few systems are static in nature. Even if the application you are studying is not changing in any significant way, other applications which share information infrastructure resources could be. The contention for these resources is what determines the service levels in the first place, so you need to understand how other applications are behaving to ensure service levels for the application of interest can be maintained at status quo. And, what's the cost (from step 5) of maintaining the service level?

If desired service levels are not being met, you have to extrapolate what additional resources will be needed to achieve that service level. There are many ways to do this from using mathematical models to pure WAGs. Most managers can find a happy medium and an acceptable answer by simple back-of-the-envelope computations. This is made all the more easier by having done a thorough job in steps 2 and 5.

Once the resource requirements are established, costs can be identified and documented as to what it will take to achieve the desired service levels. It is up to the manager as to whether he or she wants to use the SLA development process as a forum for acquiring the additional resources, however it is not advised, since that is not the intent of the SLA process -- just a valuable by-product. Since the application users are receiving a certain level of service at the current time, for the purpose of the SLA, it is suggested use those values as what you'd like to maintain, then use the opportunity of providing the additional resources to meet the needed service levels as a time to re-negotiate the SLA.

Exit criteria for step 6 is assurance that current or desired service levels can be met, for how long, and the costs associated of bringing resources on-line to meet perceived deficiencies in current service levels.

7. Write the SLA.

Although there are many components to the SLA not all are required. Many of the elements a Service Level may contain include:

1. Background. There should be enough information imparted within this section to inform a reader who is less than intimate with the application in question to understand current service levels and why they are an important business indicator.

2. Parties to the Agreement. Who are the players in this SLA? Who is the responsible party with IT? Who is the counterpart in the application user group?

3. Volume of Service to be Provided. It is unreasonable to expect IT will provide an infinite supply of the service needed by the application user group. This section quantifies the volume of the service to be provided. The application user group should be able to specify the average and peak rates, and the time of day the demand is expected to occur. The user may also be provided with the incentive to receive better service, or a reduced cost for service, by avoiding peak resource usage periods. This metric is used to help IT project application user needs, as well as limiting the amount of work the application user can try and do during a given time interval.

4. Timeliness of Service. This is essentially the qualitative measure of most applications because it dictates how quickly the user can expect to get their work accomplished. For OLTP applications it could be "90% of transactions processed within 2 seconds". For more batch oriented applications, it could be "reports to be delivered no later than 9:00 am if input is available by 11:00 PM the previous evening".

5. Availability of Service. When will the service be available to the user? IT must be able to account for both planned and unplanned system unavailability. The users must be able to specify when they      expect the system to be available in order to achieve their specified levels of work.

6. Limitations of Service. IT cannot support an environment of unlimited resources. There are certain limits to the service a user can expect due to peak period demands, resource contention by other applications, and general overall application workload intensities. These limitations need to spelled out explicitly and agreed to by all parties so as to not cause finger pointing and unhappy customers down the road.

7. Compensation for Service. If SLAs are expected to be taken seriously, and if any teeth are to be put into the agreement for both parties, some form of compensation needs to be established. The ideal situation is a real chargeback system by which end users are charged for the resources consumed to provide the service they expect. Higher levels of service typically have a greater cost associated with them, and this gives the end user the opportunity to apply his or her own management methods to try and optimize DP costs to get their work done. If a real chargeback system cannot be implemented for practical or political reasons, the costs should still be identified and reported back to the user and upper level management to show where the IT resources are going. The timeliness and format of this information should be described here.

8. Measurement of Service. This section describes the monitoring process by which actual service levels will be compared against the agreed upon service levels. This will be covered in more detail shortly, but the intent is to define how the service levels will be monitored, and the frequency with which normal monitoring will take place. A brief description of the data collection and extrapolation process is appropriate, as well as how user perceived problems are to be reported to IT.

9. Re-negotiation of Service. The SLA should be a living document. As time goes on, application usage may change, additional applications may come on line which affect levels of service, etc. Strong communication between IT and the application user groups is imperative for both parties to be successful. This item makes sure that after a certain period of time, if it hasn't already been done, the SLA is examined for its effectiveness and redone if there are changes which need to be reflected in the document. 

After the SLA is written, it should be reviewed by all applicable parties and issues resolved. After consensus is achieved, an implementation meeting should be held and actual details discussed along with responsible parties and necessary actions.

8. Monitor the Service Levels.

Once the SLA is in effect, a monitoring process should be put in place to ensure compliance by both parties to the agreement, and to help spot trends which may indicate consistent out of tolerance service levels. Essentially this dictates two types of reports; normal and exception.

Normal reporting mechanisms should be able to show the value of the service level metric(s) over time, and be available for discussion in case of disputes. The source of the service level metric data should have already been established in the preceding steps, so it is just a matter now of developing a non labor-intensive mechanism to collect and plot the data. Monitoring of non-automated service levels and their associated objectives can be implemented by addendum to existing processes used by the manual systems to collect and record that data for later use. In many cases, this data is easily integrated into display packages that are being used to report on the automated metrics.

Exception reporting should be implemented for two reasons:

1. It provides a proactive mechanism for IT to see when service levels are out of tolerance. If the cause of the exception (response times greater than the allowable percentage, reports delivered late, etc.) is under the control of IT, corrective action can and should be taken to get the service levels back in line with the SLA. If the user group is contributing to the exception condition, IT can notify responsible parties early in the cycle and work with the users to fix the anomaly.

2. It gives an indication early on (if the exceptions continue) that a trend is developing and corrective action needs to take place. This corrective action may be in changing the way the application users consume resources, a load balancing exercise with other applications, or the planning necessary to acquire addition resources to meet the increased demand. 

Again, most tools available to monitor computer resources and help with this exception reporting. If manual data can be fed into a spreadsheet package, exception reports can easily be generated along with graphical representations of the data to help support the issue.

Footnotes

1UNIX is a registered trademark of X/Open, Inc.

2Microsoft Windows, Windows NT, and Windows 95 (WIN95) are trademarks of Microsoft Corporation.

3The Information Technology function within the enterprise is a service function. It exists to provide IT services to business users in support of the business mission of the enterprise. Without the need for information technology services, there would be no need for IT organizations.

4Service Level Agreements are almost considered passé in the Data Center environment. Part of the reason for their current lack of use in the distributed environment stems from the "firefighting" activity that is now just starting to wind down. Other reasons include lack of underlying measurement and monitoring methodologies and tools the author will cover later in the chapter.

5Most management data collectors are based upon "event" data that has a tendency to be very dense. As such, significant amounts of atomic data items are collected and then must be reduced after the fact to provide meaningful management information. SMF logs have been known to consume over a gigabyte a day on large, busy systems.

6One of the benefits perceived in the distributed computing model is that of "just in time MIPS", or just putting the right amount of resource at the right place to solve the problem. Excess capacity in CPU power or Disk storage is rarely available and typically not planned for to support massive data collection for management purposes.

7Real-time as defined here is essentially "just in time"; e.g., timing dictated by the context of the source of data and the need for management information or corrective action.

8Management by exception implies a filtering mechanism against a set of rules to determine when the management data source is out of tolerance. When automated, the filtering mechanism combined with an alarming facility provides a form of self management, freeing staff from closely monitoring systems and applications.

9This is similar to the SNMP trap facility, which generates an event notification, as opposed to the generalized and more expensive polling sequence to gather and analyze SNMP MIB data. SNMP is one possible solution -- others have been implemented.

10SNMP uses a "connectionless" protocol (UDP) that is inherently unreliable. In addition, SNMP Ver. 1 when accessing MIBs must poll for each individual metric causing scalability problems for management stations and network congestion for collecting bulk data which may be contained in a MIB. SNMP Ver. 2 has a "bulk get" feature but still relies on the use of UDP as the underlying protocol. Most vendors of systems management tools have found these drawbacks unacceptable and have started using reliable, connection oriented mechanisms in place of SNMP.

