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Abstract : The m ost  popul ar act ive queue m anagem ent  al go-
ri thm , RED, i s al ready show n t o have param et er sel ect ion and
adapt ivi ty probl em s. The BLUE algori thm  is an adapt ive al ter-
nat ive t o t he RED al gori thm , w hi ch behaves qui te bet ter f or
ECN support ed net w orks w i th hi gh num ber of  f low s act ive.
RED based RIO  algori thm  is desi gned to of fer di fferent  level s of
servi ces over a si ngl e queue and is used to provi de AF servi ce of
DS archi tect ure.  Due t o i ts ancest or’ s probl em , RIO  shoul d be
re- tuned f or any change on t he net w ork and t raf fic pat terns.
Since this is not  pract ical , BLUE-based BIO  algori thm  w as pro-
posed as an al ternat ive to RIO  w ith its adapt ive nat ure.  In this
paper,  BIO  algori thm  is re- st udi ed for DS net w orks and several
al ternat ives are consi dered for di fferent  part s of  the algori thm .
It  is show n that  w ith these m odificat ions,  BIO  is a prom i si ng al-
ternat ive t o RIO  w i th l oss- rat es around zero and  m i nim ized
del ay val ues.

1. INTRO DUCTIO N

The benef its of the stateless archi tect ure of the IP (Internet
Protocol ) have enabl ed the rapi d growth of the Internet. W ith
this enor m ous gr owth, net work congest ion, caused by t he
stateless ar chi tect ure of  I P has becom e m or e appar ent. As
network ef fici ency and r educt ion of  t he l oss r ate becam e
m ajor pr obl em s, new m echani sm s ar e r equi red t o m eet  t he
expect ations of today’ s appl icat ions si nce the archi tect ure of
the Internet is not desi gned to suppor t these ki nds of appl ica-
tions.

Jacobson’ s congest ion cont rol  al gorithm s [ 1] , whi ch had
been devel oped upon t he f irst  obser vat ions of  Nagl e’ s con-
gest ion predi ct ions [2]  on a real  network, are st ill bei ng used
on t he cur rent I nternet. Jacobson pr oposed sl ow st art and
congest ion avoi dance al gorithm s t o be r un by t he end- node
TCPs t o pr event  net work congest ion. The sl ow st art al go-
rithm  i ncr eases t he dat a i n t ransi t t o st art t he sel f-cl ocki ng
[1] . Congest ion avoi dance al gorithm s ensur e t hat t he end-
nodes t ake t he necessar y act ion on packet  l oss.  Congest ion
grows exponent ial ly and ear ly det ect ion of  t he congest ion
hel ps t o pr event  i t. Such a det ect ion decr eases t he dr op r ate
caused by congest ion. Gateways exper ienci ng congest ion are
the onl y nodes,  whi ch can det ect  i t and t ake pr oper  act ions
earliest .

Drop-tai l queues,  em pl oyi ng t he t radi tional  queue m echa-
nism , do not requi re any speci al  processi ng on the queue for
congest ion cont rol . Packet s ar e accept ed whi le t he queue
length is less than a pre-def ined lim it, and al l the packet s are

dropped after this lim it. Several  probl em s are inherent in this
archi tect ure as t he queue becom es f ul l al m ost al l t he t im e.
Active Queue M anagem ent  ( AQM ) m echani sm s, such as
RED [5]  and BLUE [ 6] , ar e congest ion cont rol  al gorithm s,
which are run on gateways to detect  congest ion earlier and to
send i m plici t or  expl ici t f eedback t o t he end- nodes.  Due t o
the advant ages,  t he use of  act ive queue m anagem ent  ar chi -
tect ures on gateways is recom m ended by IETF [3] .

New appl icat ion types,  born with the growth of the Internet,
need new ki nd of  ser vi ces over  I nternet. I ETF has been de-
vel opi ng D i fferentiated Ser vi ces ( D iffServ, DS)  ar chi tect ure
[4]  to offer di fferent level s of ser vi ces to the appl icat ions be-
yond the best -ef fort ser vi ce.  Besides the drop-tai l and AQM
m echanism s, new queue m anagem ent  al gorithm s, l ike RI O
[13] , whi ch ar e devel oped especi al ly f or ser vi ce di fferentia-
tion are used on schedul ed queues to suppor t DS.

BIO [ 15]  was pr oposed as an al ternative t o RI O, and was
expect ed to perform  better for ECN suppor ted networks with
high num ber  of  f lows act ive.  I ni tial ly pr oposed BI O al go-
rithm  [ 15]  was m ar ki ng packet s t oo aggr essi vel y, hence r e-
sul ting in low link utilizat ion. In this paper , BIO algorithm  is
re-studi ed f or DS net works and sever al  al ternatives ar e pr o-
posed for di fferent parts of the algorithm . Am ong these al ter-
natives,  the one which is consi dered as the m ost prom isi ng by
the authors is studi ed ext ensi vel y. It is shown that with these
m odificat ions,  BI O over com es RI O with l oss- rates ar ound
zer o and m inim ized del ay val ues.

The r est  of  t he paper  i s or gani zed as f ol lows: Fi rst , RED
and BLUE AQM s ar e descr ibed.  Next , DS ar chi tect ure and
related queue m anagem ent  al gorithm , RI O, ar e expl ained.
M odificat ions on the BIO algorithm  are proposed to recover
its probl em s. Final ly the perform ance of a proposed BIO al-
gorithm  is com pared with RIO usi ng si m ulations.

2. ACTIVE Q UEUE M ANAG EM ENT ALG O RITH M S

2.1 RED

RED m anages the queue based on the aver age queue lengt h
inform ation. It cal cul ates the aver age queue lengt h usi ng both
the act ual  queue l engt h and t he aver age queue l ength, and
marks packet s with a probabi lity propor tional  to the aver age
queue lengt h. wq is the first  param eter of RED which is used
as wei ght of  t he aver age queue l engt h i n cal cul ation of  t he



new aver age queue lengt h. By usi ng aver age queue lengt h at
the m ar ki ng pr obabi lity cal cul ations,  i nst ant bur sts can be
tolerated. M arki ng packet s provi des feedback inform ation to
sour ce nodes on the congest ion level  of the gateways through
the path.

RED uses t wo par am eters, m i nth and maxt h, on t he queue
length that show threshol d val ues.  Once the queue lengt h ex-
ceeds the minth param eter, packet s are m arked with the ran-
dom ized m ar ki ng pr obabi lity. maxp i s t he m axi m um  packet
m arki ng pr obabi lity. Last  par am eter, i s t he queue wei ght i n
the cal cul ation of the aver age queue lengt h

The behavi or of the algorithm  can be qui te di fferent for di f-
ferent set  of  par am eters. These par am eters shoul d be t uned
consi dering the network and traf fic archi tect ure.

The ef fect iveness of  t he RED al gorithm  on congest ion
cont rol  and r educt ion of  t he l oss r ate i s pr oven by bot h
si m ulations and r eal -world exper iences [ 5, 7] . However , t he
algorithm  has par am eter sel ect ion pr obl em s [ 8] . I n or der t o
benef it f rom  t he al gorithm  i ts par am eters m ust  be ar ranged
proper ly. M oreover , the m arki ng aggressi veness of the algo-
rithm  i s i nsensi tive t o t he num ber  of  act ive f lows on t he
gateway. W hen the bottleneck link is shar ed equal ly between
the act ive f lows, m ar ki ng one packet  t o send congest ion
feedback decr eases t he t otal  t hroughput  by t he r ate of  1-
1/(2N) [9]. Since onl y the aver age queue lengt h and maxp pa-
ram eter ar e used i n cal cul ation of  RED ’s packet  m arki ng
probabi lity, RED cannot  m ark packet s pr opor tional ly t o t he
num ber of act ive flows. This m ay resul t in the loss of queue
cont rol .

2.2 BLUE

BLUE [6]  is a recent ly devel oped act ive queue m anagem ent
m echanism  whi ch has a com pl etely di fferent m ar ki ng st rat-
egy com pared to RED. BLUE algorithm  assum es that queue
length does not direct ly ref lect  the congest ion level . Hence it
does not  updat e t he packet  m arki ng pr obabi lity wi th t he
queue l engt h. I nst ead i t uses queue over flow and i dle event
history to updat e the packet  m arki ng probabi lity (pm). Packet
loss due to the queue over flow m eans that the m arki ng is not
aggressi ve enough and pm shoul d be incr eased.  Sim ilarly, the
queue idle event  occur s as a resul t of the aggressi ve m arki ng
pol icy t herefore t he p m par am eter shoul d be decr eased.  Thi s
m echanism  ef fect ivel y al lows BLUE to learn the cor rect  rate
it needs to send back congest ion notificat ion.

BLUE uses three param eters:  The first  two param eters de-
term ine the am ount by which pm is incr em ented in case of the
queue over flows (di) or is decr em ented when the link is idle
(dd). The l ast  par am eter i s t he m i nim um  tim e i nterval  be-
tween two successi ve updat es (freeze_t ime). BLUE is a si m -
ple algorithm  com pared to RED.

Perform ance of  t he al gorithm s i s eval uated by si m ulations
and an exper im ental  t est bed at  [ 6] . I t i s shown t hat BLUE
successf ul ly cont rols t he queue and over com es RED when
ECN is used in [6] .

3. D IFFERENTIATED SERVICES M ECH ANISM S O N
RO UTERS

Different iated Servi ces (DS) is a new archi tect ure [4] , which
is devel oped by I ETF t o suppor t di fferent l evel s of  ser vi ces
over  IP networks.  It is m ore scal abl e than the previ ous sol u-
tion, Integrated Servi ces [10] , which requi res com plex checks
on each packet  and m aintenance of state inform ation for each
act ive flow on each gateway.

DS pr ovi des Expedi ted For warding ( EF) [ 11]  PHB ( Per-
Hop Behavi or) which of fers “l ow loss,  low latency,  low jitter,
assur ed bandwi dth” end- to-end ser vi ce and Assur ed For -
warding (AF) [12]  PHB which provi des del iver y of IP pack-
ets in four independent ly forwarded AF cl asses.  W ithin each
AF cl ass,  an IP packet  can be assi gned one of three di fferent
level s of  dr op pr ecedence.  AF PHB shoul d al so t olerate
shor t-term  congest ion.

3.1 Red w ith In and O ut (R IO )

To offer this ki nd of ser vi ces a router m ay use di fferent num -
ber of queues for each output interface ser ved wi th a sched-
uler. Gateway m ay have an EF queue,  a BE queue and f our
AF queues.  Each AF queue shoul d run an algorithm  like RIO
(RED with In and Out) [13]  to be abl e to ser ve packet s with
di fferent priorities in one queue.

RIO runs N ( 3) di fferent par am eterized RED al gorithm  on
the queue to m ark each packet  respect ive to its priority. It be-
gins to drop low priority packet s m uch before the high prior-
ity packet s. W hen t he congest ion i ncr eases hi gh pr iority
packet s are dropped.  It is shown that RIO can provi de di ffer-
ent level s of ser vi ces to di fferent priority packet s [13] .

3.2 BLUE w ith In and O ut (BIO )

As descr ibed i n Sect ion 2. 1, RED has par am eter sel ect ion
probl em s and its inadequacy to adapt  t o new condi tions [ 9] ,
and [14] . Since RIO is an algorithm  based on RED, it has the
sam e pr obl em s i nherently. As an al ternat ive,  a BLUE based
algorithm , BIO, was proposed by [15] . BLUE is an adapt ive
algorithm  f or a si ngl e pr ecedence l evel  queue,  but  i t i s not
desi gned t o of fer di fferent l evel s of  ser vi ces over  a si ngl e
queue as RIO.

Ini tial  BI O al gorithm  was m ar ki ng packet s t oo aggr es-
si vel y, hence resul ting in low link utilizat ion. Below, the BIO
algorithm  is re-studi ed and sever al  al ternatives are consi dered
for di fferent parts of the algorithm .

BLUE does not  have t hreshol ds as par am eters;  i t si m ply
act s on queue i dle and queue over flow event s. However , t o
reser ve di fferent level s of resour ces to each precedence level ,
BIO al gorithm  shoul d have mi nth and maxt h par am eters f or
each precedence level . W ith these two param eters, basi c BIO
algorithm  will be as fol lows:

• Q p < minthp  no drop and dec pmp

• Q p > maxthp  forced drop and inc pmp

Three di fferent al ternatives exi st  for Qp:



1. Q p = q
2. Q p = qp

3. Q p = sum (qi) [i=0..p]    <0 is the highest  precedence>
W here qp is the num ber of precedence p packet s in queue
Select ing t he f irst  opt ion m ay r esul t i n m ar ki ng hi gher

precedence packet s whi le l ow pr ecedence packet s st ill exi st
in queue.  Since this is not com pliant with QoS requi rem ents,
this option is ignored. Select ing the second option for m inth
com parison m ay r esul t i n t he sam e af fect , i t i s al so i gnored
for m i nth com par ison.  W ith t hese r est rict ions we have onl y
the last  al ternative for the lower threshol d com parison.

Param eter sel ect ion is a probl em  of the algorithm s si nce it
is har d t o t une t hem  f or di fferent condi tions.  The f ol lowing
al ternative m ay be consi dered f or t he mi nth com par ison,  t o
rem ove a param eter from  the BIO algorithm :

sum (qi) [i=p+1..N ] = 0  m ark precedence p packet  (where
N is the num ber of precedence level s)

This al ternative m eans t hat we m ar k pr ecedence- p packet s
onl y if we have no lower level  packet s in queue.  W ith these,
al l possi ble changes to BLUE to form  BIO is as fol lows:

Decrem ent pmp if:
1. q p = 0 Singl e [  S ]
2. sum ( qi) [i=0..p] = 0 All [  A ]

Incr em ent pmp if:
1. q p > maxthp Singl e [  S ]
2. sum ( qi) [i=0..p] > maxthp All [  A ]

M ark packet  in precedence p with pmp if:
1. sum ( qi) [i=0..p] > maxthp Threshol d[  T ]
2. sum ( qi) [i=p+1 .. N ] = 0 Idle [  I ]

W ith m ul tiplexi ng t wo di fferent al ternatives f or t he t hree
m ain parts of the algorithm , we com e up with eight di fferent
BIO algorithm s: BIO-SST, BIO-SAT, BI O-AST, BI O-AAT,
BIO-SSI, BIO-SAI, BIO-ASI, and BIO-AAI.

4. BIO  CO M PARISO N

In this paper , BIO-AAI is com pared with the RIO algorithm
for ECN suppor ted networks on the network shown in Figure
1 usi ng ns si m ulation tool  [16] . Perform ance of the RIO algo-
rithm  is also m easured on si m ilar network archi tect ure. Basi -
cal ly, our  conf iguration di ffers f rom  the or iginal  RI O con-
figuration i n t he num ber  of  act ive f lows. Thi s conf iguration
represent s m any cl ients DS dom ai ns ser vi ced by t he I SP
(Internet Ser vi ce Pr ovi der) DS dom ai n. The I SP dom ai n i s
the si m plest  network with two edge routers and a cor e router.
A ll links except  link1 has 33M b bandwidth. Since link1 is as-
si gned 66M b bandwidth, link2 becom es the bottleneck poi nt.
A ll cl ient dom ai ns have 32 FTP/ TCP f lows act ive and t hey
are connect ed to thei r respect ive dom ains at the other si de of
the I SP dom ai n. Edge r outer 1,  r uns a t oken bucket  m arker
for each cl ient dom ain. Target rates and the round- trip tim es
for each dom ain are chosen di fferent for com parison.  Source
networks ar e num ber ed bet ween 0 and 9.  Tar get r ate i s
0.8M b f or even num ber ed net works,  and 4. 0M b f or odd

num bered networks.  RTT is sel ect ed as (n/2+1)*20m s where
n is the network num ber.

The si m ulation is run for 500 seconds,  al l flows are started
in the first  25 seconds and stopped in the last  25 seconds uni -
form ly. The m easur em ents ar e t aken bet ween 100- 470 sec-
onds of the si m ulation to excl ude the learni ng phase of BIO.

Both RI O and BI O queues ar e assi gned one bandwi dth-
del ay pr oduct  buf fer space.  W ith aver age RTT as del ay,
queue l im it ( ql im) i s set  t o 260 1KB packet s. RI O queue
boundar ies ar e sel ect ed as maxt hin=ql im, m i n-
thin=maxthout=ql im/2, m i nthout=ql im/6. Fl oyd’ s pr oposal  i n
[17]  to set  maxth as 3*minth is appl ied for out conf iguration.
Since queue lengt h is always bel ow the maxthout (m inthin) pa-
ram eter, we set  m inthin as hal f of the maxthin to provi de m ore
buf fer space to the algorithm s. BIO-AAI has onl y maxth pa-
ram eter set  to maxthin = ql im, and maxthout=ql im/2 as in RIO.

Figure 1. Sim ulat ion net work conf igurat ion

Since the maxp and wq param eters of RIO are hard to tune
for di fferent net work ar chi tect ures and net work condi tions,
m any di fferent al ternatives ar e t ried t o sel ect  t hese t wo pa-
ram eters appropriately (produci ng m inim um s and m axim um s
for di fferent concer ns) . BI O-AAI par am eters ar e chosen as
fol lows: I N  ( 0.02, 0. 01, 0. 02, 0. 01), OUT ( 0.001, 0. 001,
0.003,  0. 003)  wher e t he num ber s r epresent  ( increment , dec-
rement , i ncrement  f reeze t ime, decrement  f reeze t ime) r e-
spect ivel y.

Table 1. M easurem ent  from  R IO  and BIO  si m ulat ions

w q m axp
G oodput on

bot tleneck link
Total  Loss Rate

(out , forced) Avg Delay

0.0001 0. 10 32.9030701248242 0.11889507 126. 1374
0.0002 0. 10 32. 9746413061960 0.12048474 124.1927
0.0006 0. 20 32. 9999999983952 0. 08771180 127.0812
0.0001 1. 00 32.9999999983952 0. 01198577 126.4260
0.0800 1. 00 32. 9999999983952 0. 01476733 119.6525

BIO 32.9998851042515 0.00001755 60. 9447

Based on t he r esul ts obt ained f rom  about  300 si m ulations,
throughput , loss rate and del ay are m easured for the sel ect ed
set  of param eters. Since the onl y bottleneck in the network is
link2 and no ot her t raf fic cl ass exi sts on t he net work, t he
num ber of packet s in queue f or each packet  ar rival  i s m eas-
ured as the queui ng, and over al l, del ay indi cat ion.

The resul ts in Table 1 indi cat e that di fferent set  of RIO pa-
ram eters sat isf ies di fferent concer ns.  Based on t he del ay

sour ces dest inations

cor e
edge1 edge2

link1 l ink2



m easurem ent we can easi ly concl ude t hat f or al l par am eters
RIO cannot  cont rol  t he queue successf ul ly, si nce queue
length is always around the m axim um  threshol d for out pack-
ets. Due to the aver age length cal cul ation logi c of the RIO al-
gorithm , queue l engt h does not  exceed t he maxt hout l im it
m uch, for TCP traffic.

Figure 2. Q ueue lengt h over tim e for BIO

Figure 3. Q ueue lengt h over tim e for R IO

Resul ts also prove that BIO can cont rol  the congest ion suc-
cessf ul ly, hence loss rate and the del ay are qui te sm aller than
any RI O conf iguration. BI O achi eves t his even i f i t i s not
fine- tuned usi ng hundr eds of si m ulations as done for RIO.

Figure 4 M easured rat es f or servi ced cust om er net -
works

The onl y area, RIO is good,  is the throughput  m easurem ent.
Am ong t he sel ect ed si m ulations,  BI O i s sl ightly wor se t han

som e of the RIO conf igurations.  However, this sm all incr ease
in t hroughput  of  RI O i s achi eved by act ing as a dr op t ai l
queue as seen in Figure 3. BIO can st ill com pare to RIO with
respect  throughput  even its loss rate is qui te low and act s as
an AQM  as shown in Figure 2.

In Figure 4, ratio of t he m easur ed t hroughput  t o t he t arget
rate f or each ser vi ced cust om er net work i s gi ven.  Her e t he
term  network is used as in cont ext  in Section 4.  TCP f avor s
flows with low target rates si nce it takes longer  to achi eve its
old t hroughput  upon a packet  l oss f or f lows wi th hi gher
throughput . Ther efore, odd num ber ed net works get  m ore
shar e f rom  the access bandwi dth. Si nce BI O ’s dr op r ate i s
around zer o, BI O m inim izes t his wel l known behavi or of
TCP.

5. CO NCLUSIO N

RIO is used to suppor t AF ser vi ce for DS networks,  but its
inherent par am eter sel ect ion and adapt iveness pr obl em s
cause t o f ai l t o r eact ing t o di fferent net work si tuations.  Due
to this probl em , RED/RIO algorithm s shoul d be re-tuned for
network or traf fic changes as shown in [9] . An adapt ive al ter-
native,  BIO, was already proposed agai nst  RIO. However, the
proposed algorithm  fai led to achi eve high link utilizat ion due
to its m arki ng aggressi veness.

In t his paper , sever al  m odi ficat ions t o t he BI O al gorithm
are m ent ioned and a pr om isi ng var iation i s com par ed wi th
RIO usi ng si m ulations.  I t i s shown t hat t he pr oposed BI O
outperform s RIO in loss rate and del ay.

Sim ulations i ndi cat e t hat BI O cont rols t he queue success-
ful ly and achi eves ver y l ow l oss r ates on ECN suppor ted
networks.  W hile the link utilizat ion is sl ightly lower for BIO
algorithm  agai nst  RIO, this is m ainly because of the drop-tai l
like behavi or of the RIO algorithm .

To el im inate t he wel l-known par am eter sel ect ion pr obl em
of RED/RIO, hundr eds of  si m ulations ar e r un f or RI O with
di fferent param eter set s and the param eters givi ng the best  re-
sul ts ar e em pl oyed.  Si nce BI O i s an adapt ive al gorithm  i t
beats RI O even wi thout  f ine-tuni ng. I t al so r eact s t o any
change in the network or traf fic condi tions without  any inter-
act ion.

Currently, we are worki ng on the behavi or of the other BIO
var iations for di fferent traf fic patterns,  network archi tect ures
and,  lack of ECN suppor t.

6. REFERENCES

[1]  Jacobson,  V . , 1988,  Congest ion Avoi dance and Cont rol ,
Proceedi ngs of SIGCOM M  ’88, Stanford, CA, ACM
[2]  Nagl e, J. , 1984,  Congest ion Cont rol  i n I P/TCP I nternet-
works,  Request  For Com m ents:  896
[3]  Br aden,  B. , et . al ., 1998,  Recom m endations on Queue
M anagem ent and Congest ion Avoidance in t he I nternet, Re-
quest  For Com m ents:  2309



[4]  Blake,  S. , et .al ., 1998,  An ar chi tect ure f or D i fferentiated
Servi ces,  Request  for Com m ents:  2475
[5]  Fl oyd,  S. , Jacobson,  V . , 1993,  Random  Ear ly Det ect ion
Gateways f or Congest ion Avoi dance,  I EEE/ACM  Transac-
tions on Networki ng
[6]  Feng, W ., Kandlur, D ., Saha, D ., Shin, K ., 2000,  BLUE:
A new cl ass of  act ive queue m anagem ent ,
http://www.eecs. um ich.edu/~wuchang/ blue/
[7]  Dor an, S. , 1998,  EBONE I nterface Gr aphs,
http://adm .ebone. net/~sm d/red-1.htm l
[8]  M ay. M ., Bolot, J., D iot, C., Lyl es,  B., 1999,  Reasons not
to depl oy RED, INRIA Sophia-Antipol is, ENSIM , Sprintlabs,
http://www-sop. inria.fr/rodeo/ personnel /m m ay/m ay-red.htm l
[9]  Feng, W ,. Kandlur, D ., Shin, K ., 1999,  A Self-conf iguring
RED Gateway, INFOCOM  ’99
[10]  Br aden,  R. , Cl ark, D . , Shenker , S. , 1994,  I ntegrated
Servi ces i n t he I nternet Ar chi tect ure: an Over vi ew, Request
for Com m ents:  1633
[11]  Jacobson,  V . , N i chol s, K . , Podur i, K . , 1999,  An Expe-
di ted Forwarding PHB, Request  for Com m ents:  2598
[12]  Hei nanen,  J. , Baker , F. , W eiss,  W ., W rocl awski , J. ,
1999,  Assur ed For warding PHB Gr oup,  Request  f or Com -
m ents:  2597
[13]  Cl ark, D . , Fang,  W ., Expl ici t A l locat ion of  Best  Ef fort
Packet  Del iver y Ser vi ce,  1998,  I EEE/ACM  Transact ions on
Networki ng 6(4), 362-373
[14]  Floyd,  S., Gum m adi, R., Shenker . S., Adaptive RED: An
Algorithm  f or I ncr easi ng t he Robust ness of  RED 's Act ive
Queue M anagem ent
[15]  Okur ogl u, B. , Okt ug, S. , BI O: An Al ternative t o RI O,
SPIE ITCom , Colorado,  19-24 August , 2001
[16]  NS: Network Sim ulator, http://www.isi .edu/nsnam
[17]  Floyd,  S., RED: D iscussi ons of Setting Param eters, No-
vem ber 1997,  http://www.ici r.org/floyd/ REDparam eters.txt


