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Abstract       Clustering as an exploratory data analysis technique have its genesis in statistics where the topic have been studied since the 1960s. The recent advancement in the field of information technology viz., database and networking technology have seen the growth of such concepts like distributed databases, e-commerce & m-commerce, enterprise resource planning, data warehousing and data mining, web warehousing and web mining. These recent developments have brought forth in its wake a large amount of business data from operational systems which need analysis and interpretation for detecting patterns and trends useful for strategic business planning. Clustering is one effective technique that help in such areas as customer segmentation and several other aspects of a decision making business system. We assess the usefulness of clustering in the business domain.
The paper is organized as follows. Firstly, a brief introduction is given. This is followed by the various clustering applications in the business domain. Thereafter the techniques and tools used are provided. Conclusion is arrived at by highlighting the bumps and the possibilities.  And lastly the references have been compiled.
1. INTRODUCTION 
Clustering is an unsupervised learning technique and aids in assorting the data into similar and dissimilar groups. The groups are called clusters. Since early in life, even unconsciously, we learn to cluster animals like dog & foxes, lions and tigers, deer and zebra & camels and giraffes as similar types. In the context of data mining, where one is handling gigantic sizes of databases, clustering can identify dense and sparse regions and therefore discover overall distribution patterns and interesting correlations among data attributes. The most important role of clustering is in achieving data abstraction. Data abstraction is the process of extracting a simple and compact representation of a data set. Here simplicity is either machine-oriented (so that the machine can perform further processing efficiently) or it is human-oriented (so that the representation obtained is easy for human comprehension and intuitively appealing) [4].
Clustering is a challenging field of research where its potential applications pose their own special requirements. Current clustering techniques do not address all the requirements adequately and concurrently. The following are typical requirements of clustering in data mining 
1. Scalability

2. Ability to deal with different types of attributes

3. Discovery of clusters with arbitrary shape

4. Minimal requirements for domain knowledge to determine input parameters

5. Ability to deal with noisy data

6. Insensitivity to the order of input records

7. High dimensionality ( dealing with large number of dimensions and large number of data items can be problematic because of time complexity) 

8. Constraint-based clustering

9.  Interpretability and usability   (result of the clustering algorithm that in many cases can be arbitrary itself can be interpreted in different ways)
The effectiveness of the clustering method depends on the definition of “distance” (for distance-based clustering); if an obvious distance measure doesn’t exist we must “define” it, which is not always easy, especially in multi-dimensional spaces. 
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Clustering is one of the dominant techniques of exploratory data analysis. The literature on clustering is enormously rich. 
Clustering is usually performed when no information is available concerning the membership of data items to pre-defined classes.  Basically, clustering is an unsupervised learning mechanism employed for data mining to discover patterns within data of large sizes. In its early days the main emphasis has been to cluster with precision. This made the I/O cost high.  Therefore, classical clustering algorithms developed in statistics were not relevant in the context of data mining where devising efficient clustering algorithms which minimize I/O cost became essential.

Clustering algorithms work on pattern matrices, where each row of the matrix corresponds to a distinct pattern and each column corresponds to a feature [Jain et al., 1988]. The early work on clustering dealt with the problem of grouping small data sets where the benchmark data sets used to bring out the performance of the clustering algorithms were having a few hundreds of patterns and a few tens of features. Fisher’s Iris data [Fisher, 1936] having three classes, where each class has 50 patterns and each pattern is represented using four features, is one of the most frequently used benchmark data sets. 

Several real problems of recent interest are staggering in terms of the pattern matrices involved.  For example, in Data Mining [Hand et al., 2001] and Web Mining [Cooley, 2000] the number of patterns is typically very large, whereas in clustering biological sequences [Delcher et al., 1999], the number of features involved is very large.

2. APPLICATIONS IN BUSINESS DOMAIN

       Only a small portion of the information from OLTP systems is truly relevant or useful. A particular analyst or a manager is interested in a tiny portion of the information in OLTP systems or a Data Warehouse, while the rest contains information that is uninteresting to him and may swamp desired search results. It is only through effective cleaning & dimensionality reduction that the portion that is truly relevant to one’s interest can be extracted. Clustering algorithms can result in the detection of useful patterns in the wake of such pre-processing.  
2.1 RELATIONSHIP MARKETING     
      Keeping customers loyal have a lifetime value. This goes beyond the value of a single sale. Clustering can uncover facts behind a sudden spurt in the sale of items and determine crucial issues that keep a client loyal. This may entail analyzing customer details and thereby help devise effective and better marketing strategies. One can use cluster analysis to identify customers suitable for cross-selling other products [5].
Suppose we have a database containing the transactions of the customers. The customers can be clustered according to similar behavior i.e., buying patterns. Strategies to satiate this similar group of customers by exploiting their preferences and inclinations can be devised by the marketing group.  
2.2  CUSTOMER PROFILING   Clustering of the customer data will generate groups containing similar profiles of the customer. This will aid in dealing with the similar group of customers as a whole. As an example, in loan sanctioning, banks may use a training data set and employ clustering schemes to zero in on customers with good payment records. Profile of good customers may be assessed to elicit the patterns most responsible for making the customer exhibit such characteristics in all his dealings. The bank thereafter may formulate a strategy whereby all customers matching the profile of ‘good’ customers only are sanctioned loans. This will ameliorate the existing loan disbursement process.    
2.3 OUTLIER DETECTION AND DETECTING FRAUD
               Clustering techniques distinguish between isolated points and clustered points.  Identified small clusters and singletons are labeled outliers in DBSCAN. 
.
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Fig 1 (a), (b) Cluster Based outlier

Outlier analysis may uncover fraudulent usage of credit cards by detecting purchases of extremely large amounts for a given account number in comparison to regular charges incurred by the same account. Outlier values may also be detected with respect to the location and type of purchase, or the purchase frequency [2].  
2.4 SEGMENTED BUSINESS ANALYSIS Clustering can be used for promoting the cross-selling of services and in increasing customer retention. Clustering may be used for branch segmentation and for evaluating the performance of various banking channels, such as phone or online banking. Moreover, clustering can help predict customer behaviour and profitability, to develop new product & services, and to effectively market new offerings. 
2.5 MARKET INTELLIGENCE (MINING GATHERED CUSTOMER INFORMATION)
      Let us consider an example, the entertainment industry and the performance of the various film releases over the past five years (say). The films are clustered into groups as big earners or ‘big hits’, good return (hits) and average earner category, and poor performers or ‘misses’, as well as a group could be of ‘critically acclaimed & award winning works’ (some of these award winning films may be box-office winners or flops).  A cluster of the most successful films (revenue earnings/critical acclaim) during the period can be made and an identification of the contributory ‘attributes’ from the data set leading to the result can reveal the viewer’s preferences.        

2.6 STORE CLUSTERING  

 When trying to discover some good locations for setting up their stores, a supermarket chain may like to cluster their customers such that the sum of the distance to the cluster center is minimized. For such applications where the distance to the cluster center is to be minimized, partitioning algorithms like k-means and k-mediod are used. 

       Store Clustering categorizes stores into groups or clusters on the basis of common attributes or characteristics. It helps in reducing the size of the store planning tasks. As an example, one can cluster stores by performance such as volume of sales, or by location such as downtown vs suburbs, or by target customers such as ethnicity, retirement, or by store layout and size. 
      Store clusters provide the basis for developing customized store assortments and addressing micro marketing [8]. The development of store plan is automatic (passive approach) based on algorithms and defined mathematics using data from historical performance (data warehouse), forecasts and chain level merchandise plans.  

2.7 SPATIAL CLUSTERING    

One can create thematic maps in Geographic Information Systems (GIS) by clustering feature spaces, and detecting spatial clusters. Spatial Clustering is useful for land mass classification which may be classified as residential colony, office area, river banks or non-agricultural land, and businesses such as real estate can frame their policy and plans, targets etc. accordingly. Yet another application would be in the area of logistics and vehicular tracking and this would help in improving the delivery of goods through proper monitoring and strategies.      
2.8  PRODUCT LAUNCHES 

In [3], an empirical study of 215 recently new product launches, focusing on pricing and other strategic and tactical launch decisions and the resulting profitability and competitive performance was presented. Clusters of new product launches were identified and the profitability and competitiveness of each cluster estimated. It was found that the most profitable and competitively successful clusters contained launches supported by solid market research and marked by good timing decisions. The least successful/profitable cluster was higher product launches unsupported by adequate research.   
2.9 TOURISM AND TRAVEL INDUSTRY   

Suppose a New Delhi based travel company need to determine age trends of passengers for marketing their travel packages. The following training data was extracted from the company data warehouse

	Age of the passenger
	 Place traveled to

	28
	Goa

	47
	Kolkata

	53
	Kolkata

	23
	Goa

	47
	Kolkata

	46
	Kolkata

	26
	Goa

	31
	Kolkata

	49
	Kolkata

	29
	Goa

	33
	Kolkata

	34
	Kolkata


The above shows three main groups in the data. Passengers between the ages of 23 and 29 appear to be traveling to Goa. People between the ages of 30 and 53 are heading towards Kolkata. The clustering algorithm may also uncover an interesting fact that may not appear on normal observation that passengers between the ages of 35 and 45 did not travel at all. 
3.   TOOLS AND TECHNIQUES

Effective data mining using the clustering process can generally be performed on a reduced data set (dimensionally) amenable for pattern finding. A data warehouse (DW) is constructed in many organizations for performing effective data mining through tasks such as clustering, rule mining etc.  DW can be build and several popular vendors such as INFORMATICA & ORACLE have incorporated the provision of architecting DW using their product.
Clustering is achieved by using several algorithms, the popular ones being k-means, ROCK, DBSCAN and others. One can refer to the seminal text book on data mining authored by Han & Kamber [2] for details on these techniques.
The following data mining software packages are the most widely used: SAS, SAS Enterprise Miner, SPSS Clementine, Weka and a few others (http://www.kdnuggets.com/polls). Further details can be obtained from the respective sites for these softwares. Some of these sites are listed below

http://www.spss.com/clementine
http://www.data-miner.com
http://www.jda.com/Intellect.asp
http://www.salford-systems.com/
http://www.dbminer.com
http://www.cs.waikato.ac.nz/ml/weka/
4.  CONCLUSION
Surfeit of data with hidden embedded information accrued on daily transactional business systems need proper analysis and mining for stealing an edge in the competitive business world. The utility of clustering schemes for business applications have been highlighted. Tech savvy managers will be drawn towards the applicability of such schemes with tremendous possibilities. A more rigorous probe and out-of-the-box thinking will surely uncover several killer apps using the methodology. And it goes without saying that the investors will be laughing all the way to the bank. 

Major investments in the creation of an environment suitable for data mining & clustering like the construction of a data warehouse and its associated challenges and difficulties often act as a deterrent.      
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