Introduction OS


An operating system is a program that manages the computer hardware. 

The hardware – CPU, memory & input output devices provide the basic computing resources for the system. The application programs such as the word processors, spreadsheets, browsers define the way in which these processes will use the resources. The OS controls & coordinates the use of resources among the different application programs for the various users. 

1. Storage Structure

Computer programs must be in main Memory (RAM) to be executed. Main memory is the only large storage that the CPU can access directly. It is commonly implemented by a semiconductor technology called Dynamic random-access memory (DRAM). 

· Main memory is usually too small to store all needed programs & data permanently.

· Main memory is volatile storage device that loses its contents when power is turned off or otherwise lost.

Thus most computer systems provide secondary storage as an extention of the main memory. The main requirement for the secondary storage is to store large quantities of data.  The most commonly used storage device is magnetic disks, which provides storage for programs and data. Hence the proper management of disk storage is of utmost importance.

The wide variety of storage systems in a computer can be organized in a hierarchy according to speed and cost. The higher levels are expensive but the are faster.
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2. I/O Structure

A general-purpose computer consists of a CPU and multiple devices controllers that are connected through a common bus. Each device controller is in charge of a specific type of device. More than one device can be attached to one controller for example Seven or more devices can be connected to the small computer system interface (SCSI) controller. The device controller is responsible for the transfer of data from the peripheral devices connected to it buffer. 

3. Computer System Architecture

· Single Processor System

· Multi Processor System – Such systems have two or more processors in close communication, sharing the computer bus, clock, memory & peripherals. They have three main advantages.

1. Increased Throughput – more work in less time. 

2. Economy of scale – They cost less than equivalent single processor systems

3. Increased reliability – The failure of one processor doesn’t halt the system only slows it down.

· Clustered System – They are multiple computers connected together via LAN and share storage.

4. OS Structure

4.1 Multiprogramming increases CPU utilization by organizing jobs so that the CPU always has one to execute.

4.2 Time Sharing or Multitasking is a logical extension of multiprogramming. In time-sharing system the CPU executes multiple jobs by switching among them, but the switches occur so frequently that the users can interact with the program while it is running.

4.3 Job Scheduling – Time-sharing and multiprogramming requires several jobs to be kept in the memory simultaneously. Since in general main memory is too small to accommodate all jobs, the jobs are kept initially in the disk in the job pool. This pool consists of all the jobs awaiting the resource of the main memory. If several jobs are ready to be brought to the main memory & there is not enough room then the system has to choose between them, job scheduling does this.

4.4 CPU scheduling – IF several jobs are ready to run in the same time, the system must choose among them, this job is handled by CPU scheduling.

4.5 Swapping & virtual memory – In time-sharing system the system must ensure reasonable response time, which is sometimes accomplished through swapping, where processes are swapped in and out of main memory. A more common method used is Virtual Memory, a technique that allows the execution of a process that is not completely in the memory. The advantage is that it enables users to run programs, which are actually larger than the main physical memory.

5. Dual Mode Operation

At very least we need two modes of operation

1. Kernel mode (or system mode or supervisor mode)

2. User mode

6. Timer

We must ensure that the OS maintains control over the CPU. We must prevent a user program to getting stuck in an infinite loop or not calling system services and never returning control to the OS. For this a timer is used, which can be set to interrupt after a specified period.

7. Process Management – The OS is responsible for the following activities in connection to the process management.

· Creating & deleting both system and user processes

· Suspending and resuming processes

· Providing mechanisms for process synchronization

· Providing mechanisms for process communication

· Providing mechanisms for dead lock handling

8. Memory Management – The OS is responsible for the following activities in connection to the memory management.

· Keeping track of which parts of memory is used and by whom

· Deciding which process or data to move in and out of memory

· Allocating and deallocating memory space as required.

9. I/O Systems – One of the purposes of an OS is to hide the peculiarities of specific hardware devices from the user. The I/O subsystem consists of 

· A memory management component that includes buffering, catcheing and spooling.

· A general Device driver interface

· Drivers for specific hardware devices

