Dynamic Loading – to obtain better memory utilization we can use dynamic loading. In this system a routine is not loaded until it is called. All routines are kept on disk in a relocateable load format. The main program is loaded into the memory and executed and when the routine needs to call another routine, the calling routine first checks to see weather the other routine is loaded or not. If not the relocateable linking loader is called to load the desired routine into the memory and to update the program’s address tables to reflect this change. Then control is passed to the newly loaded routine. 


This method is particularly useful when large amounts of code are needed to handle infrequently occurring cases. Dynamic Loading doesn’t require special support from OS.

Swapping – A process must be in memory to be executed. A process however can be swapped temporarily out of memory to a backing store and then brought back to the memory for continued execution. 

e.g. – Round Robin Scheduling, when a quantum expires the algo will swap out the process that just finished and load another process in the freed space. 

e.g. – Priority based Scheduling, if a higher priority process arrives and wants service the memory manager can swap the low-priority running process & then load and execute the high-priority process.

Contiguous Memory Allocation – The memory is usually divided into two partitions, one for the resident OS and one for the other user processes. We can place the OS in either low or high memory. 

One of the simplest method for allocating memory is to divide the memory into several fixed size partitions. Each partition may contain exactly one process. In this multiple partition method when a partition is free, a process is selected from the input list and is loaded into the free partition. 

Memory allocation Strategies

· First Fit – Allocate the first hole that is big enough. 

· Best Fit – Allocate the smallest hole that is big enough.

· Worst Fit – Allocate the largest hole.

Fragmentation

 Both the first fit and the best-fit methods suffer from external fragmentation. As processes are loaded and removed from the memory the free memory space is broken down into little spaces. This problem exists when the memory available is enough to satisfy a process, but the memory is not contiguous. 

Virtual Memory – It involves the separation of logical memory as perceived by users from physical memory. This seperation allows an extremely large virtual memory to be provided when only a small physical memory is available. 

