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Scalability and Performance Test Plan
1. Introduction

1.1 Purpose

The purpose of this document is to clearly define the areas of development and testing that need to be accomplished in order to complete a highly available, secure, scalable and performant provisioning product .NET (Mercury/Vega).  The primary focus is to initially identify areas of investigation for development and project management.  This identification, followed by discussion, planning and implementation at an early stage ensure that scalability and performance requirements are addressed early in the development and test planning.  Late recognition of scalability and performance issues will result in failure of their correction at release or require major revisions late in the product cycle which result product instability.  

1.2 Background

Scalability and performance requirements have identified as required elements of the .NET product.  Scalability and performance issues must be identified as early as possible or solve by product release.  Scalability and performance issues not identified or addressed early the product development cycle are often pushed to subsequent revisions or releases.  Several factors that cause this to occur include:

· Product Stability – For scalability and performant testing to be conducted, the product must be completely functional and be of high stability in order to conduct accurate testing.  This level of product is often obtained late in the product cycle.

· Hardware and Infrastructure Requirements – High load requires a large capital purchases of hardware (Servers, OS, Software licenses) and infrastructure (routers, lab, backup, storage, PDU) in order to conduct the testing.

· Load Tools – Tools to generate the simulated customer load must be developed.  Often test case tools used for functionality testing are not capable or adaptable to generate the required load.

· Benchmark trapping – Debugging and performance events/counters (what does Unix/MVS systems use that is similar to NT Performance Monitor counters?) must be used to obtain results.  Often these ‘counter’ require development cycles in order to program and test.

· Identification of Scalability scenarios – Sales/Marketing/Program Management must correctly identify and provide accurate customer scenarios in which the Mercury/Vega product will be used.

2. Strategy

2.1 Overall Test Approach

Several key factors for scalability and performant testing:

· Testing must be conducted on highly functional and stable builds.  This involves milestone builds including:  Milestone, Customer release, Alpha and Beta builds.  This ensures accurate reporting of results based upon the best available code.

· Identifying key customer scenarios for accurate testing  - If an accurate customer profile is obtained and used for testing scalability and performance than accurate results can be obtained.  A key factor is to understand your customer requirements, expectations, and growth in order to correctly develop the .NET service.

2.2 Test Acceptance Criteria

What criterion is in place that defines and Milestone, Customer release, Alpha, and Beta builds?  Is it zero outstanding bugs, Mean Time Between Failure (MTBF), coverage of functional areas without failure, test cases run completion based upon priority?

2.3 Test Suspension / Resumption Criteria

	Failure of IIS on Front Ends
	Check for AV and debug, should be eventvwr notification of problem.  
	IISRESET if NT problem, correct web page responsible if EnRole problem

	Loss of available memory on Front Ends
	Perfmon or Taskmgr should identify problem.  Need to identify service and/or process leaking memory
	Identify module and specific action resulting in leak and correct.  

	Failure of Backend Oracle process
	Identify problem and/or transaction, 
	Restart Oracle process and have it continue from transaction log

	Failure of Certificate Authority 
	 
	 

	Failure of agent process
	 
	 

	Failure of add transaction
	 
	 

	Failure of lookup transaction
	 
	 

	Failure of modify transaction
	 
	 


3. Testing Methods

3.1 Scalability Testing

Scalability testing needs to conducted covering several areas:

Vertical scalability – 

The capability of a product or service to uniformly increase transactions rates up to available resource limits such as available memory, Disk I/O Read or Write maximums, and CPU utilization. 

Horizontal scalability – 

The capability of the product or service to be deployed on multiple application platforms and to provide uniform increase of transaction rates across these available resources. 

The following scenarios have been defined:

Single Box Configuration - Initial configuration consists of one instance of each required product or service:

Hardware Configuration:

· 1 1/733Mhz Dell POWEREDGE 2450 256Mb RAM 9Gb W2K IIS Server running EnRole .NET application

· 1 2/400Mhz Sun 420R 2Gb RAM 72Gb Solaris 2.7 EnRole 3.X Enterprise Server

· (Certificate Authority Server)

· (LDAP Server)

· (Agent machines or Agent traps)

Goals:

· Determine transaction load capabilities for individual (add, delete, modify, query) and integrated (expected load at customer percentages) transactions on configuration.

· Identify gating transaction types, such as add transactions locking Oracle database against lookup queries.

· Can load tools generate required transaction levels?

· Does configuration locate general problems in software, OS, or third party products?

· Used as a build verification platform for acceptance for conducting scalability and performance testing.

· Used as test platform for patches, fixes, back props, infrastructure changes.

Multiple front-end configuration – Multiple front ends 

Hardware Configuration:

· 2+ 1/733Mhz Dell POWEREDGE 2450 256Mb RAM 9Gb W2K WebLogic Server running EnRole .NET web application

· 1 2/400Mhz Sun 420R 2Gb RAM 72Gb Solaris 2.7 EnRole 3.X Enterprise Server

· (Certificate Authority Server)

· (LDAP Server)

· (Agent machines or Agent traps)

Goals:

· Determine maximum sustained transaction levels that the EnRole Platform (backend) can support.

· Locate bottlenecks and critical sections related to multiple front end connections.

· How many individual Oracle instances can be supported?

· Does EnRole backend efficiently allocate and recover connection pools.

· Are problems located with the affinity of client connections with multiple front ends being used?

· Does failure and recovery of one or more the front ends result in availability problems on the back end?

Separated/Secured configuration – Multiple front end and back end configuration.  Fault tolerance testing platform

Hardware Configuration:

· 2+ 1/733Mhz Dell POWEREDGE 2450 256Mb RAM 9Gb W2K WebLogic Server running EnRole .NET web application

· 2 2/400Mhz Sun 420R 2Gb RAM 72Gb Solaris 2.7 EnRole 3.X Enterprise Server in Veritas Cluster

· (Certificate Authority Server)

· (LDAP Server)

· (Agent machines or Agent traps)

Goals:

· Does failure and/or recovery of the front end or back end produce availability or recovery issues? 

· Does multiple front ends connecting to multiple backends produce a linear increase in transactions?

· Does high transaction throughput result in contention and decreased performance?  In which areas?

· Disaster recovery testing through use of transaction logs.

· Can the addition of additional back-end and/or front-end servers be accomplished?  Is this process easy to accomplish? 

Partitioned backend configuration – Large customer deployment where customer load/usage requirements exceed the maximum backend capability or distributed data center configuration

Hardware Configuration:

· 2+ 1/733Mhz Dell POWEREDGE 2450 256GMb RAM 9Gb W2K WebLogic Server running EnRole .NET web application

· 2 2/400Mhz Sun 420R 2Gb RAM 72Gb Solaris 2.7 EnRole 3.X Enterprise Server in Veritas Cluster

Goals:

· Can customer data be distributed across multiple backends?

· Can the product effectively and accurately locate customer data at multiple locations?

· Is data replication required between partitioned servers, how is this process activated?

· Can customers information be redistributed with minimal effort?

· Determine most effective backend separation point.

· Verification of partitioning steps and procedures.

Multiple Security configurations – Multiple security mechanisms and/or gates to include Certificate Authorities (ESP, DES, HMAC, MD5, etc), Firewalls, VPN’s, etc.

Hardware Configuration:

TBD

Goals:

· Are any of the security methods a gating factor for transaction rates?

· Latest software and OS security patches applied and tested for performance.

· 3rd party security audit conducted, results obtained and acted upon

Transaction load is applied at the lowest levels to obtain baseline performance numbers.  Expected transaction levels are as follows:  (need accurate numbers)
	Function
	%
	Sub Function
	Sub Function Percentage

	Add User
	1
	5 Agent Requests
	30

	
	
	15 Agent Requests
	60

	
	
	50 Agent Requests
	10

	
	
	Total
	100

	Delete User
	0.75
	5 Agent Requests
	30

	
	
	15 Agent Requests
	60

	
	
	50 Agent Requests
	10

	
	
	Total
	100

	Modify User
	8.25
	1 Agent Request
	75

	
	
	5 Agent Requests
	20

	
	
	15 Agent Requests
	4

	
	
	50 Agent Requests
	1

	
	
	Total
	100

	Query User
	90
	1 Agent Request
	75

	Question:   Are
	
	5 Agent Requests
	20

	Agents queried
	
	15 Agent Requests
	4

	Or is this action
	
	50 Agent Requests
	1

	Solely backend?
	
	Total
	100

	Total
	100
	
	


3.2 Performance Profiling 

Performance profiling is based upon a reasonable understanding of the customer scenarios involved. Of utmost importance, is the acquisition of customer requirements and data from Sales/Marketing/Program Management.  Customer profiles for such customers as BP Amaco, Etrade, etc. can than be made.  This process is conducted by determining what the customers transaction amounts are, what transaction types are made, the percentages of these transactions, and deriving an individual usage profile.  Using this customer profile, you can provide scalability testing based upon multiples of this individual user profile.

Ideally, performant profiling is conducted against actual customer configurations at transaction levels that these customers expect.  This provides the most accurate way of testing for customer transaction rates, usage profiles, and customer expectations.

3.3 Load and Stress Testing

Load Testing - Testing conducted by applying sustained levels of transactions against the platform to observe the performance, MBTF, memory leaks, failures over extended periods of time.

Stress Testing – Individual followed by integrated testing in order to locate failure points in the platform.  As much load is applied as possible in order to determine if failure at high levels occurs.

3.4 Fail over / Recovery Testing

Some customers require fail over and high availability solutions including complete separation of transactions, data, and processes from other customers.  How many customers will require this?  Should all customers use this model?

3.5 Functional, User Interface, Installation, International, Data Integrity, Testing

Functional testing will be conducted by the Irvine’s Sapphire test team which is covered in Dan Bajema’s Sapphire testing document located at \\entnts40s04\ui\Sapphire\Test_Plan\Sapphire Test Plan v1.73.doc (most recent as of 11/7/00).  In addition, testing of functional, UI, Installation, International and Data Integrity will be conducted all modified Sapphire pieces.  Any .NET development additions will be fully tested by the .NET test team.

3.6 Security and Access Control Testing

Need to understand the different security methods and authorities to be provided.  What are they, how many need a Certificate Authority to contract?  Can we deploy our own CA for testing purposes?  Are all secure communications single channel or is tunneling of security within other security methods used (IE SSL through VPN)?  Will multiple channels of be used?

3.7 System Configuration Testing

Need to identify System configurations, TDB will the backend always be Solaris 2.7 with Oracle 8i and the front ends W2K on WebLogic?

4. Resources

4.1 Workers

This table shows the staffing assumptions for the project.

	Human Resources

	Worker Role
	Minimum Resources Allocated
	Specific Responsibilities

	Test Manager 


	Scott Pierce
	Provides management oversight:  Identifies, prioritises, and implements test cases

Responsibilities:

· Provide technical direction

· Acquire appropriate resources

· Management reporting

· Generate test plan

· Evaluate effectiveness of test effort

	Software Test and Development Engineer (SDET)


	To be Hired (TBH) 

Skills:  Visual Basic (VB) and/or C++ skills

HTTP, Win32 API skill, Oracle/SQL skills

Communication and documentation
	Development of required test tools, utilities and scripts necessary to achieve test goals

Responsibilities:

· Develop/Acquire tools to achieve test load requirements

· Interface between development and test on Application Programming Interfaces (API’s) to achieve load/performance goals

· Complete documentation on tools, scripts procedures on tools developed/acquired

	Testers


	TBH

Skills:  Attention to detail, Multiple OS skills in W2K, Solaris, Oracle, HTTP, SSL, LAN/WAN Management, excellent communication and documentation skills
	Complete and report on test scenarios which validate performance and scalability goals

Responsibilities:

· Creation and implementation of test cases, scripts, scenarios in accordance with test plan objectives created by Test Manager

· Accurate reporting and implementation of test cases and scenarios to accurately report on progress of product and development

· Document procedures, steps, processes used to provide a interface for Operations and Technical writing groups to provide customers with accurate information


This table shows the tester’s assignments for the project.

	Functional Requirement 
	Tester
	Testing Method

	TBD
	TBD
	Test Cases


4.2 System Configuration

4.3 Tools

The following tools will be employed for this project:

	Description
	Tool

	Test Management
	Excel / TMS (Test Management System)

	Defect Tracking
	DevTrack

	Automation Tools (functional testing)
	Segue SilkTest, Rational Visual Test

	Automation Tools (performance testing)
	Segue Performer, Rational Visual Test, Microsoft Web Application Stress tool (WAS)

	Test Coverage Monitor or Profiler
	Excel / TMS

	Project Management
	MS Project 2000

	DBMS tools
	DB Tool / Oracle / SQL Plus

	Directory tools
	Directory console


5. Project Milestones

	
	Milestone Task
	Author
	Start Date
	Projected End Date

	
	Sapphire Alpha
	
	
	

	
	Mercury/Vega Alpha
	
	
	

	
	Sapphire Beta
	
	
	

	
	Mercury/Vega Beta
	
	
	

	
	Sapphire Release
	
	
	

	
	Mercury/Vega Release
	
	
	


6. Deliverables

6.1 Scalability and Performance report for Mercury/Vega

Scalability and performance report to answer the following questions:

· Implemented .NET system will support release requirements of customers (what are customers and what are their individual requirements?).

· Projected cost and procurement estimate for .NET release configuration.

· Projected scalability projection based upon user/transaction increase.

· Outside security validation by independent 3rd party company.

7. Risk Areas

· Lack of testing personnel, unknown skills and capabilities of team created.

· Lack of time to complete testing based upon slippage of release schedule.

· Hardware and infrastructure to achieve test objectives have not been obtained.

· Performance/Load tools to generate load have not been developed or tested.

· Customer deployment scenarios have not been identified by Sales/Marketing/Program Management.

· Scalability requirements for expected transaction submissions by customers have not been identified.

· All EnRole agents may not be available for testing.

· Sufficient licenses for Oracle need to be obtained

· Specific security submission methods are loose (DES, MDS5, SSL, etc)

· Specific customer security requirements are not understood (IE do specific customers require that none of their data be shared with other customers?).

· Database partitioning has not been accepted.  (IE how is individual customer information separated from other customer identification?)
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