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ABSTRACT


This experiment initially involves calibrating different types of equipment that measure temperature to a standard glass thermometer known to be very accurate.  Calibration graphs are plotted and used to determine the calibration equations.  Then, one of the calibrated instruments, the Platinum Resistance Thermometer, is used to measure the temperature with time of a heated temperature probe which is placed in cold water to determine the time constant for cooling (and another trial in ambient air).  Then, the temperature rise of a specific volume of water with a heated piece of metal is measured in order to find the metal’s heat capacity.  The heat capacity was found to be about 0.55 J/(g.°C) and the time constants were around 8.096s and 25.904 s for the cold bath and the air.

PURPOSE


The objective of the first part of the experiment is to calibrate several temperature-measuring devices, including J- and T-type thermocouples, a thermopile, a platinum resistance thermometer, and a thermistor, to a glass thermometer standard containing mercury.  The constant ( is also found in this part.  The second section involves determining the time constants for temperature change.  The last portion uses measurements of water temperature change when pieces of the same type of metal are placed in the water at a higher temperature to calculate the metal’s heat capacity.

HAZARDS


There is a serious danger whenever mercury thermometers are in use.  It is important not to touch two probes together because there is a potential of possible shock or damage of equipment.  Do not use excessive voltages that could lead to a heart attack.

RESULTS AND CONCLUSIONS

Part 1

The results of the first part of this experiment, which used a mercury glass thermometer as the standard to calibrate other temperature-measuring pieces of equipment, are displayed below in Table 1.

TABLE 1.  Calibration Equations

Reference Equip.
Calibrated Equip.
Calibration Equation (°C)
Confidence(°C)

Glass Thermometer
J-Type Thermocouple
Y = 1.0286x – 0.68144
± 1.1139

Glass Thermometer
T-Type Thermocouple
Y = 0.99992x – 0.076214
± 0.151156

Glass Thermometer
Thermopile
Y = 1.0324x – 0.7896
± 0.82645

Glass Thermometer
Thermistor

[LnR vs 1/T]
Y = 3966.2x – 9.4873

(no units)
± 0.07335

(no units)

Glass Thermometer
Platinum Resistance
Y = 0.99469 + 0.38179
± 0.59865

Notwithstanding the thermistor, whose plot was not a direct temperature calibration, all of the slopes of the calibration equations are relatively close to one, the ideal value, which is the slope when the equipment is perfectly accurate with the standard.  Also, the absolute values of the y-intercepts are not too high.  Both of these qualities are a good sign in the sense that there seems to be a strong correlation between the instruments and the standard.  Thus, the results suggest the equipment was relatively accurate and precise.


Both the J-type thermistor and the thermopile required a value ( in order to use the equation V = ( T (the Seebeck effect).  This equation is an approximation of a polynomial with many coefficients which provides closer answers to the actual value that just one coefficient alpha, but fortunately alpha stays nearly constant with temperature and may be assumed to be a constant for medium or small temperature ranges.  Values for alpha were found (CRC 15-4,9) from literature values and enabled the voltage outputs of the equipment to be converted from millivolts to degrees Celcius.  The T-type thermocouple apparently had a built-in mechanism which automatically converted its voltage measurements to temperature units.


For the thermistor, the benefit of plotting the natural log of the resistance versus the inverse of the temperature was the ability to produce a value for ( which corresponds to that thermistor.  This value was found to be 3966.2 K (see Calculations).


The T-type thermocouple seemed to be one of the most accurate pieces of equipment, as it had the slope closest to one, and also a very high level of precision with its small standard deviation.  The thermistor, too, had a small standard deviation and thus small confidence limits and relatively high precision.  The least accurate devices appeared to be the thermopile and the J-type thermocouple, as their slopes deviate more from one and their y-intercepts are farther from zero than most of the other equipment.  Any systematic errors would have been caused by inaccuracy of the standard mercury thermometer, possible corrosion of the probes, and many other factors, ranging from the air conditioner in the room turning on at a certain time each day to the circulation in the room changing.  Even something as careless as reading the temperature on the standard thermometer at an angle other than the perpendicular could consequently alter the accuracy of measurements.  The standard deviation mostly takes into account random error, though.


Plots of the calibrations appear on the following pages.


There are important factors other than accuracy and precision when using equipment to measure temperature.  For example, thermistors have much greater sensitivities to heat than thermocouples or platinum resistance thermometers.  A thermopile is more precise and more sensitive than a thermocouple, but even thermocouples have certain advantages over mercury thermometers, such as the potential for digital data acquisition with a computer, a more durable and much safer piece of equipment, and a larger temperature range.


The thermistor’s calibration plot appeared to be very linear, although the data points bowed slightly upward in the middle of the line.  It is possible that this effect results from the resistance not exactly following an exponential—that the equation used to approximate the resistance did not perfectly match the actual behavior of the material.

Part 2


In the second part of the experiment, the time constant for cooling was measured in a 20.6 °C water bath and in room temperature conditions after the temperature probe had equilibrated to 79.9 °C.  The results appear on the following pages along with the appropriate graphs.


The average time constant for cooling in the 20.6 °C water bath was a much shorter time period than the time constant for cooling in the open air (8.096109 s vs. 25.90425 s).  (Their confidence limits were ± 1.098532 °C and ± 7.991292 °C This was expected because the heat transfer coefficient of air is much lower than that of water (CRC 11-17), so heat transfer in water takes place more rapidly.  It was expected that the cooling curves would be exponential in nature because the rate of temperature change is proportional to the temperature difference.


In finding points on the data sheets to plug the relevant values into the equation T(t) = Tbath + (TI – Tbath)exp(-t / () and solve for tau, it was much simpler and precise to use the 79.9 °C water bath as Tbath and the 20.6 °C water bath as TI when the probe was being warmed because the starting point was precise on these trials and very blurry on the cooling process.  However, values for tau were calculated for both the cooling curves and were the points which were plotted on the pertinent graphs of Ln(T-Tbath) vs. Time.  It should be noted that the negative inverses of the slopes of these graphs are also values for the time constant tau, and they yielded similar, but much less precise, values from the method mentioned previously.  The taus from the graphs are 1/0.099991 = 10.0000 s for the cold bath and 1/0.031772 = 31.47425 s for the air cooling run.  The air cooling trials appeared to be affected by air currents in the room which caused noticeable error.

Part 3


The final portion of the experiment was aimed at finding the heat capacity of an unknown metal.  The average heat capacity from running three trials of different-sized pieces of metal was 0.5498933 J/(g.°C) with confidence limits of ± 0.21803 J/(g.°C).  There was a large room for error in this part of the experiment because each data point involved many measurements (of temperatures and masses) and any tiny variation in conditions would result in a significant deviation in the results.  The confidence intervals are relatively large with respect to the small value of the heat capacity itself.  The specific heats of aluminum, calcium, and iron are 0.900, 0.653, and 0.444 J/(g.°C), respectively (Whitten A-17).  None of these values match the experimental heat capacity, although the calcium comes the closest.  (A chart of possible metals was not provided in the lab).


For a normally distributed set of data, it is just as likely for a data point to be on one side of the mean (best line fit) as on the other, but the graph of heat capacity versus temperature curves slightly since heat capacity has a small dependence on temperature, so the distribution would not be perfectly normal.  (There would be a few points far away from the line on one side and many very close to the line on the other side).  This dependence is usually small enough to not have a large effect on calculations, but it is highly possible that the effect would be significant in this particular calculation because the masses of metal and volumes of water are so small.  On the other hand, the water temperature only changed less that 4 degrees Celcius.  This experiment, as with the other parts, could produce much better data if it were repeated multiple times.  Using larger quantities of metal should also help improve the experimental accuracy.
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