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Abstract 

 
Key size becomes very important to a cryptographic 

algorithm according to Kerckhoff’s law where a 
civilian cryptosystem shall depend fully on key secrecy. 
Currently, there are four passphrase generation 
methods: Sentence, acronym, diceware, and coinware. 
Unicity distance is the minimum size of ciphertext for 
unique decipherability of ciphertext when number of 
spurious keys is zero. A key with size less than unicity 
distance is good where there are spurious keys which 
allow a protection method using limited unsuccessful 
logins. Here, stronger forms of passphrases using 
textual semantic noises like punctuation marks, 
mnemonic substitution, misspelling, and associative 
morphing, which improve the key entropy, are 
proposed. An ASCII mutual substitution table is 
presented together with its proof on information rate 
increment. Higher information rate has lower 
redundancy, and hence bigger unicity distance ensures 
encrypted keys the short cryptogram in a key vault, like 
Password Safe, cannot be cryptanalyzed within certain 
limited login attempts. 
 
Keywords: Key security, passphrase, semantic noises, 
unicity distance, ASCII mutual substitution table. 
 
 
1. Introduction 
 

Key is one of the four main groups of entity 
authentication for identification. These four groups are 
“something known”, “something possessed”, 
“something inherent”, and “someone known” [1]. Key 
is a secret only known to the authenticated entity, 
where its low cost, mobility, and wide compatibility, 
makes it to be the most popular authentication method. 

Kerckhoff’s law is applied in civilian cryptosystem, 
where the strength of a cryptosystem is fully dependent 
on the key secrecy [2]. In other words, key size is the 

main factor of a cryptographic algorithm. Short key is 
called password and long key is called passphrase. 
FIPS PUB 112 (Federal Information Processing 
Standards Publication 112) dated 30 May 1985 on 
password usage [3] defined password to be a key with 
a length of 4 to 8 characters and passphrase as a key 
with a length of 9 to 64 characters. 

To estimate the key entropy, NIST (National 
Institute of Standard and Technology), USA, published 
an electronic authentication guideline [4]. However, 
the estimation of user-chosen key entropy is based on 
Shannon’s English information rate [5-6] using 26 
English alphabets plus one space character. For more 
accurate figures, the English information rate is in fact 
shall be based on 95 ASCII printable characters, where 
its limiting conditional entropy is available in [7-8]. 

A good key shall be strong and memorizable. A 
strong key has high entropy and high randomness. 
Meanwhile, a memorizable key has reasonable secrets 
to be remembered. Weak key is not in favourite [9-11]. 
Random key is strong but not memorizable. Hence, the 
researchers proposed keys with balanced features of 
strength and memorability [12-14]. 

Due to the long key size demand for symmetric key 
algorithm and asymmetric key algorithm [15-16], 
password is no longer enough and we need passphrase 
[1-2, 17]. For the popular email encryption software, 
PGP (Pretty Good Privacy) version 9.0, the allowed 
key size comes to a maximum of 255 characters [18]. 
Now, many modern operating systems support a 
maximum key field of 255 characters. 

For the entry of passphrase, there are currently four 
input methods: Sentence, acronym, diceware [18] and 
coinware [19]. In this paper, a stronger form of 
passphrase is proposed to have more spurious keys by 
using the semantic noises or semantic errors [20] like 
punctuation marks, misspelling, mnemonic substitution 
and associative morphing [12]. 

In the following sections, Section 2 discusses on 
key sizes and passphrases. Section 3 explains the 



unicity distance and presents the stronger forms of 
passphrases using semantic noises. Section 4 gives an 
ASCII mutual substitution table together with its proof 
of higher information rate. Finally, Section 5 concludes 
this article. 
 
2. Key sizes and passphrases 
 

The minimum symmetric key sizes for different 
protection periods are given by [15-16]. We present 
again a table from [16] for easy reference as in Table 1. 

 
Table 1. Minimum symmetric key sizes for 

different protection periods 
Security 

Level 
Security 

(bits) Protection 

1 32 Only acceptable for 
authentication tag size. 

2 64 Very short-term protection. 
3 72 Short-term protection. 

4 80 Smallest general-purpose 
protection for ≤ 4 years. 

5 96 Legacy standard level for 10-year 
protection. 

6 112 Medium-term protection for 20 
years. 

7 128 Long-term protection for 30 years. 

8 256 
Foreseeable future. Good 
protection against quantum 
computers. 

 
The ASCII entropy is 6.57 bits/letter. Hence, many 

key sizes are challenging the human memorability 
limit. For asymmetric key algorithm, the long key sizes 
make it impossible to be memorizable in ASCII 
encoding code and require encrypted private key stored 
in the computing device. A user has to remember the 
shorter symmetric key used to protect the encrypted 
private key. Hence, asymmetric key algorithm is 
normally having the portability problem of private key. 

From Table 1, the minimum key size for smallest 
general purpose level with a maximum of 4-year 
protection is 80 bits. If ASCII is used, it needs 13 
characters to fulfill the key size requirement. Hence, 
passphrase shall be used as compared to password. 

There are four types of passphrase generations with 
examples given in [19]: Sentence, acronym, diceware 
[18] and coinware [19]. Sentence-type and acronym-
type passphrases are subject to computational analysis 
of word frequency distribution. Meanwhile, diceware 
and coinware are immune to the computational 
analysis due to the feature of random word selection. 

Sentence-type passphrase uses an entire phrase or 
full sentence to form a key. Acronym-type passphrase 
applies abbreviation of first, second, last, etc., letters of 
each word in a sentence. Diceware uses dice to choose 

a word from an ordered word list. The word list can be 
in any language and based on senary or base-6 numeral 
system. Coinware is similar to diceware except it uses 
coin to select from a word list that can be monolingual, 
bilingual, or multilingual. It is especially efficient for 
word list in binary, octal, and hexadecimal orders. 
There are readily built word lists for Han characters in 
Unicode-encoded CJK languages. 

 
3. Unicity distance and passphrases with 
semantic noises 
 

Capitalization and permutation are the prior arts to 
increase the passphrase entropy [17]. Mnemonic 
substitution and associative morphing are other forms 
of prior arts. The latter two methods are presented in 
very brief manner without a proof [12]. Here, we 
generalize these four methods together with another 
two methods from us, i.e. punctuation marks and 
misspelling, as passphrase with semantic noises, and 
propose a user template of ASCII mutual substitution 
table, which comes together with a proof on the 
information rate increment. 

Passphrase with semantic noises has higher 
information rate (r), lower redundancy (D), and hence 
bigger unicity distance (n0). Unicity distance [21-22] is 
the minimum ciphertext size for unique decipherability 
of ciphertext given sufficient decryption time, when 
number of spurious keys (F) is zero. The larger the 
difference between the unicity distance and key length, 
the more the spurious keys, and the stronger is the 
protection method using limited login attempts. Special 
key management algorithms allow multiple site keys to 
be created from a master key [23-24]. This further 
permits each short cryptogram of keys in a key vault 
like Password Safe to be encrypted by different site 
keys. The decoding of short cryptogram is studied in 
[25]. Faster decryption can be achieved using [26]. 

 The relationships of information rate, absolute rate 
like random signal (R), key entropy (H(K)), ciphertext 
size (n), and unicity distance are given in Eqs. (1-4). 

D = R – r   (1) 
 F ≥ 2H(K) – nD – 1   (2) 
 n0 ≥ H(K) / D when F = 0 (3) 

r ↑ ⇒  D ↓ ⇒  F ↑ , n0 ↑.  (4) 
 
For instance, English text has r = 1.3 bits/letter for 

27 symbols (a, b, c, …, z, space) [5-6]. The 
redundancy is R = 4.75 bits. If AES-128 is used, H(K) 
= 128 bits. Hence, n0 = 128/3.45 = 38 characters. For 
95 ASCII printable characters, the upper bound of r 
based on English language becomes 1.75 bits/letter. 
The revised n0 = 128/(8-1.75) = 21. 

Below are the examples of passphrases with 



semantic noises using punctuation marks, misspelling, 
mnemonic substitution, associative morphing, 
capitalization, and permutation. Punctuation mark is 
the easiest. A user is encouraged to embed semantic 
noise for all types of passphrases: Sentence, acronym, 
diceware, and coinware. The presence of spurious keys 
is very useful for the case of limited login attempts, 
where unique cryptanalysis is impossible. 

 
Actual key: Woman without her man is a savage. 

Semantic noises: Punctuation marks and permutation { 
Woman without her, man is a savage. 
Woman without her man, is a savage. 
Woman, without her man is a savage. 
Woman without her, man is a savage? 
Woman without reh man, si a savage? 
Woman, without reh man si a savage? 
Woman without her man  is a savage! 
Woman without her, man is a savage! 
Woman without reh man, si a savage! 
Woman, without reh man si a savage! } 

 
Actual key: To be, or not to be: That is the question. 

Semantic noises: Misspelling and capitalization { 
To be? or not to be? That is the question? 
To be, or not to be? that is the question! 
T0 6e? 0r n0t t0 6e? th@t i5 the que5ti0n? 
To be! Or not to be! That is the question! 
TO BE! OR NOT TO BE! THAT IS THE Question! 
To we, or not to we: That is the question. 
To me, or not to me: That is the question. 
To be, of not to be: That is the question. } 

 
Actual key: Ballon, Address? Atmel. ~Star~ 

Semantic noise: Mnemonic substitution { 
B@!!0n, Address? Atmel. ~Star~ 
Ballon, Address? @mail. ~Star~ } 
Semantic noise: Associative morphing { 
Ballon, +++re$$? Atmel. ~Star~ 
Ballon, Address? Atmel. ~****~ 
B@!!0n, +++re$$? @mail. ~****~ } 

 
4. Proof of higher information rate 
 

Here, we present an ASCII mutual substitution table 
as user template to create passphrase with semantic 
noises. A user can modify any mutual substitution of 
these ASCII characters in Table 2. CamelCase makes 
compound words or phrases in which the words are 
joined without spaces and are capitalized within the 
compound [27]. The ASCII substitution is a token with 
one or more characters. The probability of the initial 
token letter is used as the token probability, where we 
assume that the difference is small and negligible. 

Table 2. ASCII mutual substitution table 
aA bB cC dD eE fF gG hH iI jJ 

^ 6 < o| 3 |= 9 |-| ! ? 

kK lL mM nN oO pP qQ rR sS tT 

|< 1 TV| TV 0 |o & |- 5 + 

uU vV wW xX yY zZ 0 1 2 3 

[_] \ / vv >< `/ 2 O l Z E 

4 5 6 7 8 9 + - * / 

h S b L B g t _ x | 

% = [ ] { } ( ) < > 

o/o eq { } [ ] < > ( ) 

! “ # $ & ‘ , . : ; 

i ,, n m Q , ‘ * 
dot ; : 

? @ \ ^ _ ` | ~ space 

j at ` A - \ / ^v CamelCase 

 
The upper bound of information rate (r) [5-6] is 

given by Eqs. (5-6), where qN
i is the probability for 

predictor to discover the correct letter following a 
sequence of N-1 symbols in i guesses. i indexes one of 
the 95 ASCII printable characters. 
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Due to the mutual substitution of ASCII printable 

characters, 95 qN
i becomes about 47 pairs. Every two 

different qN
i- with different probabilities are paired to 

share the same probability. Let one of these pairs has 
probabilities A and B before mutual substitution, and 
probability C after mutual substitution. Let other 
ASCII characters have a combined probability D, 
where (A + B + D = 1) and ((A + B)/2 = C). The 
inequality Eq. (7) can be proven using differentiation 
of calculus dy2/dA on Eq. (11) derived from Eqs. (7-
10). y1 is a constant and y2 has an absolute minimum 
value equaling to y1 at A = B = (1 – D)/2. The other 
two critical points, A = 0 and 1 – D, share the same 
absolute maximum value. 

– 2C * log2 C ≥ – A * log2 A – B * log2 B (7) 
C2C ≤ AABB   (8) 

((1 – D)/2)1-D ≤ AA (1 – D – A)1-D-A  (9) 
y1 = ((1 – D)/2)1-D  (10) 
y2 = AA (1 – D – A)1-D-A  (11) 

 
Inequality (6) can be further extended to three or 

more mutually substituted ASCII characters for higher 
information rate increment. The best case is all the 



ASCII characters can be mutually substituted, which 
creates the highest information rate like absolute rate 
the random signal, where unicity distance will become 
infinite. However, this is just an ideal dream. What we 
can do is to approach the dream as close as possible. In 
Eq. (4), higher information rate has more spurious key. 
 
5. Conclusions 
 

Here, stronger form of passphrase is proposed using 
semantic noises generalizing the punctuation marks, 
capitalization, permutation, mnemonic substitution, 
associative morphing, and misspelling. Passphrase 
with semantic noises has higher information rate, 
bigger unicity distance, and more spurious keys, which 
strengthens the login protection with limited attempts. 
In addition, an ASCII mutual substitution table and its 
proof on information rate increment is provided. 
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