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(1  Introduction
If a variable X can assume only certain values x1, x2, . . . xn with respective probabilities p1, p2, . . . pn where  eq \i\su(i=1,n,pi)  = 1, then X is called a discrete random variable.

Thus, X is a discrete random variable if   eq \i\su(i=1,n,pi)  = 1.

This can also be written as    eq \i\su(i=1,n, ) P(X = xi) = 1 
or
 eq \i\su(all x, , ) P(X = x) = 1

Note:

We usually denote a random variable by a capital letter and the particular value it takes by a small letter.

X is discrete means that X can take only certain values in a given range.

X is random means that we cannot predict its outcomes.

X is a variable means that it can take different numerical values in a given range.

So X is a random variable means that X is a function assigning to every element s ( S a real number X(s).

Example 1.1
Let X be the discrete variable ‘the number of fours obtained when two dice are thrown’.  

Show that X is a random variable.  [ eq \i\su(all x,,P(X = x)) =1 ]

Solution
( 2  Probability Density Function
Expressing the above result in Example 1.1 in table form, we get:

x
0
1
2

P(X = x) 
 eq \f(25,36) 
 eq \f(10,36) 
 eq \f(1,36) 

This is known as probability distribution of X.

The function used for allocating probabilities is called the probability density function (p.d.f) of X.

With reference to example 1.1, the probability density function of X is given by P(X = x) for X = 0, 1, 2.  

P(X = xi) is the probability of X = xi.  

Sometimes the probability density function may be expressed as a formula.

Example 2.1
Two tetrahedral dice (i.e. 4-faced die), each with faces labeled 1, 2, 3 and 4 are thrown and the score noted, where the score is the sum of the two numbers on which the two dice land.  If X is the random variable ‘the score when the two tetrahedral dice are thrown’, find the probability density function of X.

[ P(X = x) =  eq \b \lc\{(\a \al \co2 \hs3(\f(x - 1,16), for x = 2 3 4 5,\f(9 - x,16), for x = 6 7 8)) ]

Solution
Example 2.2
Let X be the random variable  ‘the difference between the numbers when two ordinary dice are thrown’.  Find the probability density function of X. [P(X = x) =  eq \b \lc\{(\a \al \co2 \hs5(\f(1,6), for x = 0,\f(6 - x,18), for x = 1 2 3 4 5)) ]

Solution
Example 2.3
The probability density function of a discrete random variable X is given by P(X = x) = kx for x = 12, 13, 14.

Find the value of the constant k.  [  eq \f(1,39) ]

Solution
Example 2.4
The probability density function of a discrete random variable Y is P(Y = y) = cy2, for y = 0, 1, 2, 3, 4. 

Given that c is a constant, find the value of c.  [  eq \f(1,30) ]

Solution
Example 2.5  
A drawer contains 8 brown socks and 4 blue socks. A sock is taken from the drawer at random, its colour is noted and it is then replaced.  This procedure is performed twice more.  If X is the random variable ‘the number of brown socks taken’, find the probability distribution for X.  [  eq \f(1,27) ,  eq \f(2,9) ,  eq \f(4,9) ,  eq \f(8,27) ]

Solution
( 3  Cumulative Distribution Function

If X is a discrete random variable with probability density function P(X = x) for X = x1, x2, x3, . . . xn, 

then the cumulative distribution function (c. d. f.) is given by F(t), where

                F(t)  =  P(X ( t)

                        =   eq \i\su(x=xi ,t, ) P(X = xi )    where t = x1, x2, x3, . .  . xn
Note:

a)   0 ( F(t) ( 1 for all values of t

b)  P(a < X ( b) = P(X ( b) - P(X ( a) = F(b) - F(a) 

Example 3.1
Let X be the score in the toss of an unbiased die.  Find the cumulative distribution function for the random variable X.  [ F(t) =  eq \f(t,6)  for t = 1, 2, ..., 6]

Solution
Example 3.2
The probability distribution for the random variable X is shown in the table below. 

Construct the cumulative distribution table.

x
0
1
2
3
4
5
6

P(X = x)
0.03
0.04
0.06
0.12
0.40
0.15
0.20

Note: It is not possible to write a formula for the cumulative distribution function in this example.
Solution
Example 3.3
For a discrete random variable X the cumulative distribution for F(x) is as shown, 

x
1
2
3
4
5

F(x)
0.2
0.32
0.67
0.9
1

find 
a)   P(X = 3)

b)   P(X > 2)


[a) 0.35  b) 0.68]
Solution 

( 4  Expectation, E(X)
The expectation of X (or expected value), written E(X) is given by E(X) =   eq \i\su(all x, , ) xP(X=x).

Note  :  E(X) = mean or average value of X.

Example 4.1
A random variable X has a probability density function defined as shown.  Find E(X).  [ - 0.2]

x
-2
-1
0
1
2

P(X = x)
0.3
0.1
0.15
0.4
0.05

Solution
Note : An important property which some probability distributions possess is that of symmetry.  If the probability density function of X is symmetrical about the central value X = a, then E(X) = a.

For example, given the following probability distribution table for X,

X = x
1
2
3
4
5

P(X = x)
0.1
0.2
0.4
0.2
0.1

the distribution is symmetrical about the central value X=3, therefore E(X) = 3.

Check:  E(X) = 1(0.1) + 2(0.2) + 3(0.4) + 4(0.2) + 5(0.1) = 3

Example 4.2
Construct the cumulative distribution tables for the following discrete random variables:

a)  the smaller number when two ordinary dice are thrown. [  eq \f(11,36) ,  eq \f(20,36) ,  eq \f(27,36) ,  eq \f(32,36) ,  eq \f(35,36) , 1 ]

b)  the number of heads when three fair coins are tossed.  [  eq \f(1,8) ,  eq \f(4,8) ,  eq \f(7,8) , 1 ]

Solution
Example 4.3 (MB J76/1/12)

Ten distinct playing cards, two of which are Aces, are lying face down on a table.  A player turns the cards over, one by one in random order, and the Nth card turned over is the first Ace found (1 ( N ( 9).

Calculate the probabilities P(N = 2) and P(N = 9).

A player pays a stake of 10 cents to try his luck at finding an Ace; if the first card he turns is an Ace he gets his stake of 10 cents back and in addition he gets a prize of 30 cents.  If he fails to find an Ace with his first card he turns a second card, and if this is an Ace his 10 cents stake is returned, but otherwise he gets nothing at all and his stake is lost.  Calculate a player’s expectation, stating whether it is a gain or a loss.  

[  eq \f(8,45)  ,  eq \f(1,45)  ,  eq \f(2,9) cents, loss]

Solution
Example 4.4
A bag contains 3 red balls and 1 blue ball.  A second bag contains 1 red ball and 1 blue ball.  

A ball is picked out of each bag and then placed in the other bag.  

What is the expected number of red balls in the first bag?   [ 3 balls]
Solution
( 5  Expectation of any function of X,  E[g(X)]
If g(X) is any function of the discrete random variable X, then E[g(X)] = eq \i\su(all x,, ) g(x)P(X=x)
Note:

In general, for random variable X and constants a and b, the following results hold:

i) E(a) = a

ii) E(aX) = aE(X)

iii) E(aX + b) = aE(X) + b

iv) E[ag1(X) + bg2(X)] = aE[g1(X)] + bE[g2(X)]  where g1 and g2 are functions of X.

v) [E(x)]2 ( E(x2)

Example 5.1
A discrete random variable X with probability density function given by P (X = x) =  eq \b \lc\{(\a \al \co2 \hs4 (\f(1,6) x2 , x = -1; 1; 2,0,otherwise)) 
Find the expected values of X, X2 and 3X + 2.   [  eq \f(4,3) , 3, 6 ]

Solution 

( 6  Variance, Var(X)
For any discrete random variable X, if expectation of X, E(X) = (, 

then variance of X, Var(X) 
=  E[(X - ()]2
 



=  E(X2 - 2X( + (2)

=  E(X2) - 2(E(X) + E((2)

=  E(X2) - 2(2 + (2 

Therefore, 

Var(X)   = E(X2) - (2 

or 


Var(X)   = E(X2)  - [E(X)]2 

Note: 

a) We denote the standard deviation of X by (.

Then (2 =Var (X) =  eq \i\su(all x,,(x-()2P(X=x)) . 

b) For random variable X and constants a and b,

i) Var (a) = 0

ii) Var (aX) = a2Var (X)

iii) Var (aX + b) = a2Var (X)

Example  6.1
A team of 3 is to be chosen from 4 boys and 5 girls.  If X is the random variable “the number of girls in the teams”, find E(X), E(X2) and Var (X).  [  eq \f(140,84) ,  eq \f(280,84) , 0.556]

Solution
Example 6.2
The random variable X has probability distribution as shown below:

X = x
1
2
3
4
5

P(X = x)
0.1
0.3
0.2
0.3
0.1

Find  (a)  ( = E(X)
(b)  Var(X), using the formula Var(X) = E(X - ()2
         (c)  E(X2)

(d)  Var(X), using the formula Var(X) = E(X2) - (2. 

[ 3, 1.4, 10.4, 1.4]

Solution
Example  6.3
The discrete random variable X has probability distribution as follows.  

Verify that Var(2X + 3) = 4Var(X).

X = x
1
2
3
4

P(X = x)
 eq \f(3,8) 
 eq \f(1,8) 
 eq \f(1,4) 
 eq \f(1,4) 

Solution
( 7  Two independent random variables

If random variables X and Y are independent random variables, and constants a and b,

then

E(XY) = E(X). E(Y)

Var(aX + bY)    = a2 Var(X) + b2 Var(Y)

Note:  

a)  Var(X + Y)  
=  Var(X) +  Var(Y)

Var(X - Y)  
=  Var(X) +  Var(Y)

b)  Var(2X) 
=  4Var(X)

Var(X1+X2) 
=  Var(X1) + Var(X2) = 2Var(X), 

where X1 and X2 are independent observations of the random variable X.

Example 7.1
X and Y are independent random variables with probability density functions as shown:

X = x
0
1
2

Y = y
1
2
3

P(X = x)
0.2
0.6
0.2

P(Y = y)
0.3
0.4
0.3

Construct the probability for X - Y and find 
a) E(X-Y)
b) Var(X-Y).

If E(X) = 1, Var(X) = 0.4, E(Y) = 2 and Var(Y) = 0.6, comment on your answers.  
[ - 1, 1]

Solution
Example 7.2
The random variable X is such that E(X) = 2, Var(X) = 0.5.  Find 
a) E(2X)
b)Var(2X)

If  X1 and X2 are 2 independent observations of the random variable X, 

find  
c)E(X1+X2)
d)Var(X1+X2).

[ 4, 2, 4, 1]

Solution
Example 7.3

A tetrahedral die is thrown and the number of the face on which it lands is noted. 

i)   The ‘score’ is double the number on which it lands.  Find the expectation and variance of the ‘score’.  

ii)  A new experiment is set up, where the ‘score’ is the sum of the numbers obtained when the die is thrown twice.  Find the expectation and the variance of this new ‘score’. [i) 5, 5    ii) 5, 2.5]

Solution

Example 7.4

X is the random variable ‘the score on a tetrahedral die’,

Y is the random variable ‘the number of heads obtained when two coins are tossed’.

(a) Obtain the probability distribution of X and Y.

(b) Find E(X) and E(Y)

(c) Find Var(X) and Var(Y)

(d) Obtain the probability distribution for the random variable X + Y.

(e) Find E(X + Y) and Var(X + Y); comment on your results.  [ 2 eq \f(1,2) , 1, 1 eq \f(1,4) ,  eq \f(1,2) , table, 3 eq \f(1,2) 

 eq\f(1,2) , 1 eq \f(3,4) ]

Solution
( 8  Miscellaneous Examples
Example 8.1  (ACJC 96/2/6)

A cubical die has its faces marked with the numbers 1, 3, 5, 7, 9, 11.  It is biased in such a way that the probability of getting any particular score when the die is thrown is proportional to that score, i.e. if X is the score, the probability distribution of X is given by P(X = x) = kx, where k is a constant and X takes values 

1, 3, 5, 7, 9, 11.

a) Find the constant k.

b) Calculate E(X) and Var(X), giving your answers to three significant figures.

c) Find P(( - ( < X < ( + ( ) where ( is the mean of X and ( is the standard deviation of X.

d) If Z is the sum of two independent observation from this distribution, find E(Z) and Var(Z), giving your answer correct to three significant figures.

Also, find P(Z = 6).



[  eq \f(1,36) , 7.94, 7.89,   eq \f(4,9) , 15.9, 15.8,   eq \f(19,1296) ]

Solution

Summary
1. X is a discrete random variable if   eq \i\su(all x,,P(X=x)) = 1

Cumulative distribution function is given by F(t), where

                F(t)  =  P(X ( t)

                        =   eq \i\su(x=xi,t, ) P(X = xI)        where t = x1, x2, x3, . .  . xn
Properties:

a)   0 ( F(t) ( 1 for all values of t

b)  P(a < X ( b) = P(X ( b) - P(X ( a) = F(b) - F(a) 

Expectation of X is E(X) =   eq \i\su(all x, , ) xP(X=x)

E[g(X)] = eq \i\su(all x,, ) g(x)P(X=x)
Variance of X is given by Var(X) =E(X2) - E2(X)

Standard deviation of X, ( =  eq \r(,Var(x)) 
2.    For random variable X and constants a and b,

E(a) = a

E(aX) = aE(X)

E(aX + b) = aE(X) + b

E[ag1(X) + bg2(X)] = aE[g1(X)] + bE[g2(X)] where g1 and g2 are functions of X.

[E(x)]2 ( E(x2)

Var(a) = 0

Var(aX) = a2Var(X) 
[ Hence Var (2X) = 22 Var (X) = 4 Var (X) ]

Var(aX + b) = a2Var(X)

3. If random variable X and Y are independent random variable, and constants a and b, then

E(XY) = E(X). E(Y)

Var(aX + bY) = a2 Var(X) + b2 Var(Y)

Var(aX - bY)  = a2 Var(X) + b2 Var(Y)

Var(X + Y)     =  Var(X) +  Var(Y)

Var(X - Y)      =  Var(X) +  Var(Y)


How to give 100%

If A = 1, B = 2, C = 3, D = 4, E = 5, F = 6, G = 7, H = 8, I = 9, J = 10, K = 11,  L = 12, M = 13, N = 14,

O = 15, P = 16, Q = 17, R = 18, S = 19, T = 20, U = 21, V = 22, W = 23, X = 24, Y = 25, Z = 26

then, 
HARDWORK = 8 + 1 + 18 + 4 + 23 + 15 + 18 + 11 = 98%

KNOWLEDGE = 11 + 14 +15 + 23 + 12 + 5 + 4 + 7 + 5 = 96%


ATTITUDE = 1+ 20 + 20 + 9 +20 + 21 + 4 + 5 = 100%

That is how you achieve 100% in life.
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