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( 1  Introduction
Probability can be described as the mathematics of uncertainty.  It gives us a measure for the likelihood that something will happen even though it can never predict the number of times that an occurrence actually happens.  The idea of uncertainty has been applied in our daily choice of words such as ‘almost’, ‘about’, ‘probable’, ‘possible’, ‘likely’, etc

Definitions

An event is a defined occurrence or situation.

A particular event is denoted by a capital letter e.g. A, B, C, … etc.

The probability of an event occurring is denoted by 

P(A) =  eq \f(number of ways in which A occurs,number of ways in which all equally likely events (including A) occur) =  eq \f(n(A),n(S)) 
Another term for ‘equally likely’ is ‘at random’.

Another term for ‘all equally likely events’ is ‘sample space’ and is often denoted by S.

( 2  Empirical and Theoretical Interpretations of Probability

Sometimes probability of an event occurring can be found by conducting a large number of experiments or trials in which the event occurs.  Then 

an empirical probability of the event =  eq \f(number of times event occurred,number of times trial was conducted) 
For example, we can use this method for finding the probability of a child catching chicken pox by the age of 5 years.

For some categories of events, a theoretical probability can be found which may or may not prove to be correct in practice.  For example, if a coin is tossed and we assume that it is equally likely to land head or tail up, the probability of a head on any one toss is  eq \f(1,2) .

In most cases of probability in Maths C, the theoretical probability is calculated.

Example 2.1
Find the probability that tossing a fair die will give an even number.  [  eq \f(1,2) ]

Solution
Example 2.2

Find the probability of getting two heads on tossing 2 coins. [  eq \f(1,4) ]

Solution

Example 2.3

4 cards are drawn at random from a pack of 52 playing cards without replacement.  Find the probability 

that all the 4 cards are ‘diamonds’.  [  eq \f(11,4165) ]

Solution

Example 2.4

What is the probability of a child being born with albinism if both parents carry the albinism gene? 

Note: A child needs two albinism  genes to be born an albino.   [  eq \f(1,4) ]

Solution

( 3  Basic Probability Laws (using set notation)

A coin is tossed 3 times.  Let H denote ‘heads’ and T denote ‘tails’.

The sample space is given by S={HHH, HHT, HTH, THH, HTT, THT, TTH, TTT}.  

If A is the event ‘at least 2 heads is obtained’, then A = {HHT, HTH, THH, HHH} ( S.

So, P(A) =  eq \f(number of ways in which A occurs,number of ways in which all equally likely events (including A) occur) =  eq \f(n(A),n(S))  =  eq \f(4,8)  =  eq \f(1,2) 
Note:

1.  For every event A, 0 ( P(A) ( 1 where P(A) = 0 if the event is impossible to occur,



           

     and P(A) = 1 if the event is certain to occur.

2.  P(S) = 1

3.  P(() = 0    where ( denotes an empty set or an event with no occurrance
4.  A’ = {x : x ( A}.  A’ is called the complement of A. So, for any event A, P(A’ ) = 1 - P(A)

5.  If A ( B, then P(A) ( P(B)
6.  If A and B are any two events, A and B ( S, then P(A ( B) = P(A) + P(B) - P(A ( B).

This method of listing out the whole sample space and then using it to calculate probabilities is only applicable if the probability of any event occurring is the same for all events.

Example 3.1

Two dice are thrown.  Find the probability of 

a)  the sum is 7

b)  the sum is less than 5

c)  the difference of the scores is 2

d)  at least one of the number is a ‘6’.  [  eq \f(1,6) ,  eq \f(1,6) ,  eq \f(2,9) ,  eq \f(11,36) ]

Solution

Example 3.2

A number is chosen at random from the set S where S = {x : 1 ( x ( 300, x ( (}.  Find the probability that the chosen number is:

a)  a multiple of 3 or 5

b)  a multiple of either 3 or 11 but not both

c)  a multiple of 3, 5 or 11  
[  eq \f(7,15) ,  eq \f(109,300) ,  eq \f(77,150) ]

Solution
Example 3.3
Five cards are drawn from a standard pack of 52 cards.  Find the probability that 

a)  4 are aces

b)  4 cards are of the same denomination (i.e. same number, eg, 2’s, 3’s, …)

c)  a Ten, Jack, Queen, King and Ace are obtained and all are of the same suit. [  eq \f(1,54145) ,  eq \f(1,4165) ,  eq \f(1,649740) ]

Solution
( 4  Mutually Exclusive Events

Two events, which can never happen together, are called mutually exclusive events.

An example is walking and running.  Both activities cannot be done at the same time by one person and so are mutually exclusive events.

Another example: a card is drawn at random from an ordinary pack of 52 cards.  The events X, Y and Z are defined as follows: 
S = The card drawn is a ‘Spade’.  

H = The card drawn is a ‘Heart’.  

A = The card drawn is an ‘Ace’.  

Then S and H are mutually exclusive events, but S and A, and H and A are not mutually exclusive.

So if S and H are mutually exclusive events, then P(S ( H) = 0, and P(S ( H) = P(S)+ P(H).

For mutually exclusive events, we use the addition principle to calculate probabilities.

Example 4.1

Given a set of numbers {3, 4, 5, 6, 7, 8, 9, 10, 11, 12}, find the probability that a number selected is 

prime or even .  [  eq \f(9,10) ]

Solution

Example 4.2

In a box, there are three red beads, five white beads and six yellow beads.  If one bead is picked at random from the box, what is the probability that it is either a red bead or a white bead?  [  eq \f(4,7) ]

Solution

( 5  Conditional Probability
If A and B are any two events of a sample space S and P(B) ( 0, the conditional probability of event A, given that event B has occurred is  P(A|B) =  eq \f(P(A ( B),P(B)) or P(A(B) = P(A|B).P(B).

Note: 

1.  Usually, P(A|B) ( P(A)

2.  If all outcomes are equally likely, then P(A|B) =  eq \f(n(A ( B),n(B)) 
3.  The conditional probability function satisfy all the axioms of probability function,

       i.e. a)    0 ( P(A|B) ( 1  for all events A

b)  P(S|B) = 1        as P(S|B) =   eq \f(P(S ( B),P(B))  =   eq \f(P(B),P(B))  = 1

c)  If A1 and A2 are mutually exclusive  events, then P(A1 ( A2 | B) = P(A1|B) + P(A2|B)

4.  If P(A) ( 0, P(B) ( 0, then  P(A|B) =  eq \f(P(A(B),P(B))  and P(B|A) =  eq \f(P(A(B),P(A)) 
Therefore, P(A|B)P(B) = (B|A)P(A)

Keyword = GIVEN

Example 5.1

The 910 first year students of a JC may be classified by sex and by course of study according to below:


Male
Female 
Total

Arts
40
110
150

Commerce
90
110
200

Science
320
240
560

Total
450
460
910

A student is selected at random.  Consider the events:

A :  the student is doing Arts course

C :  the student is doing Commerce course

S :  the student is doing Science course

M : the student is a male

Then P(A) =  eq \f(150,910)  P(C) =  eq \f(200,910)  P(S) =  eq \f(560,910)  P(M) =  eq \f(450,910)  .

Given that the student selected is a male, what is the probability that 

a)  he is doing the Arts course?

b)  he is not doing the Arts course?  [  eq \f(40,450) ,  eq \f(410,450) ]

Solution

( 6  Independent Events
Two events A and B are said to be independent if the occurrence or non-occurrence of A does not affect that of B and vice versa, and the two events can occur at the same time.

Question: Are mutually exclusive events also independent events?

Examples: - watching television and eating (independent but not mutually exclusive)


    - travelling by air and ship (independent and mutually exclusive)


    - triathlon: swimming, cycling, running (not independent but mutually exclusive)


Note:

1.  A and B are independent if P(A|B) = P(A) and P(B|A) = P(B).

2.  Two events A and B are independent if and only if P(A ( B) = P(A). P(B)

3.  If A and B are independent, then

A and B’ are independent where B’ is the complement of B

A’ and B are independent where A’ is the complement of A

A’ and B’ are independent

Example 6.1
A fair coin is tossed 3 times.  The sample space, S = {HHH, HHT, HTH, HTT, THH, THT, TTH, TTT}.

Consider  A = {first toss gives a head},  B = {second toss gives a head},  C = {exactly 2 heads in a row}.

Show that A and B are independent events, and B and C are not independent events.

Solution

Example 6.2
A bag contains 20 balls, 10 of which are red, 8 white and 2 blue.  Two balls are drawn in succession.  What is the probability that they will both be red if the selection is done 

a)    without replacement, and

b)  with replacement.  [  eq \f(9,38) ,  eq \f(1,4) ]

Solution

Example 6.3

Two men fire at a target.  The probability that Ali hits the target is  eq \f(1,2) and the probability that Peter does not hit the target is  eq \f(1,3) .  Find the probability that

a)  both hit the target

b)  only one hits the target

c)  neither hits the target

[  eq \f(1,3) ,  eq \f(1,2) ,  eq \f(1,6) ]

Solution

( 7  Using Venn diagrams
Venn diagrams are useful because there are many formulae and notations associated with them.

Example 7.1

A and B are events of a sample space S with P(A) = 0.5, P(B) = 0.3, and P(A ( B) = 0.1

a)  P(A ( B)
b) P(A but not B)

c)  P(neither A nor B)

[0.7, 0.4, 0.3]

Solution

Example 7.2 (MB J83/2/2b)

Given P(X) = 0.6, P(Y) = 0.7 and that P(X ( Y) = 0.95, find 

a) P(X ( Y)  

b) P(Y|X)  

c) P(X ( Y’ )

[0.35, 0.58, 0.65]

Solution

( 8  Using Tree Diagrams

The Probability Tree or Tree Diagram provides a useful way for solving many probability problems.  Probability trees are especially useful for solving problems involving complicated sample spaces.  

In using probability trees, note that

a) the probability of any event represented by a single branch of the tree is the product of all the probabilities along that branch,

b) the probability of any event which involves two or more branches is the sum of the probabilities of each branch.

Example 8.1

In a college, 60% of the students are male and 4% of the males and 1% of the females are taller than 1.8m.  If a student is selected at random,

a)  what is the probability that the student is taller than 1.8m?  [0.028]

b)  if the student selected is taller than 1.8m, what is the probability that the student is a female? [0.143]

Solution

Example 8.2

In a factory, a certain brand of chocolates is packed into boxes on 4 different production line A1,  A2, A3, A4.  Records show that a small percentage of boxes are not packed properly for sale: 1% from A1, 3% from A2, 3% from A3 and 2% from A4.  If the percentage of the total output that have come from the production lines are 35% from A1,  20% from A2, 24% from A3, 21% from A4, what is the probability that

a)  a box chosen at random from the whole output is faulty?

b)  a faulty box comes from production line A2?
[0.0209, 0.287]
Solution

Example 8.3

Three men A, B and C share an office with a single telephone.  Calls come in at random in the proportions  eq \f(2,5) for A,  eq \f(2,5) for B and   eq \f(1,5) for C.   Their work requires the men to leave the office at random times so that A is out for half his working time, and B and C each for a quarter of theirs.   For calls arriving in working hours, find the probability that

a)  no one is to answer the telephone

b)  a call can be answered by the person being called
c)  3 successive calls are for the same person
d)  3 successive calls are for 3 different persons
e)  a caller who wants B has to try more than 3 times.
[  eq \f(1,32) ,  eq \f(13,20) ,  eq \f(17,125) ,  eq \f(24,125) ,  eq \f(1,64) ]
Solution

( 9  Miscellaneous Examples
Example 9.1 (HCJC 96/2/6a)

At a game stall, an electric device is able to display a number which consists of three digits (0 to 9) when a button is pressed, each digit has an equal chance to be displayed.  Find the probability that the three digits displayed are

a) identical

b) different

c) consecutive in ascending order

d) such that the sum is at least 24

e) identical, given that the sum of the three numbers is at least 24  
[  eq \f(1,100) ,  eq \f(18,25) ,  eq \f(1,125) ,  eq \f(1,50) ,  eq \f(1,10) ]

Solution

Example 9.2 (JJC 96/2/6)

There are ten cards in a pack, each card is labeled with a letter A, B, B, C, D, D, D, E, F, F.  If four cards are selected from the pack at random, find the probability that

a) two of the cards are lettered D

b) the fourth card selected is the second B chosen.

A game is played by two players, X and Y, who have alternate turns.  During each turn, a card is drawn from the pack and is not replaced.  The person who first gets a card labeled F is the winner.

c) If Y starts the game, find the probability that he wins at his first or second turn.

d) If X has a probability of  eq \f(1,4) of starting the game, find the probability that X will win in his second turn given that the winner wins in his second turn.  [  eq \f(3,10) ,  eq \f(1,15) ,  eq \f(16,45) ,  eq \f(25,52) ]

Solution

SUMMARY

· The probability of an event A is P(A).

· If A is an event of sample space S, then P(A) =  eq \f(n(A),n(S))  where n(A) and n(S) denotes the number of elements of  A and S respectively.  This is only true when outcomes are equally likely.

· P(S) = 1

· For any event A, P(A’ ) = 1 - P(A)

· P(() = 0
· If A ( B, then P(A) ( P(B)

· 0 ( P(A) ( 1 for all A ( S

· If A and B are any two events, A and B in S, then P(A ( B) = P(A) + P(B) - P(A ( B).

In particular, if A and B are mutually exclusive, then P(A ( B) = P(A) + P(B)
· P(A|B) =  eq \f(P(A ( B),P(B))  or P(A(B) = P(A|B).P(B).

· If P(A), P(B) ( 0 , then P(A|B) =  eq \f(P(A ( B),P(B)) and P(B|A) =  eq \f(P(B ( A),P(A)) ( P(A|B).P(B) = P(B|A).P(A)

· P(A’ | B) = 1 - P(A|B)

· A and B are independent if P(A|B) = P(A) and P(B|A) = P(B).

· Two events A and B are independent if and only if P(A ( B) = P(A). P(B)

· For any 2 events A, B ( S,  P(B) = P(A). P(B|A) + P(A’ ).P(B|A’ )

· So for any event B ( S,  P(B) = P(B ( A) + P(B ( A’ ). 


0000 Comes Up Lucky At Last (Straits Times 17 Nov 2000)

Four zeroes got lucky in Wednesday’s 4-D draw, winning a prize for the first time in the lottery’s 17-year history.  Every dollar bet on 0000 would have won $65 in the “Big” category.  The number came up a consolation prize winner.

A Singapore Pools spokesman declined to reveal how much was wagered on the number, or if nay winners had turned up.

Punters keen on unique numbers might want to stick to 9999 – it has been drawn six times in 17 years.  As for everyone’s favourite, 8888, it has been a winner only three times.

Question : Does the above article imply that ‘0000’ has a lower probability of occurring than ‘9999’ ? Note that 1 year has 52 weeks, so 17 years = 17 x 52 = 884 weeks.  

Total number of combinations of 4-digit numbers = 104 = 10, 000.
Is 884 weeks’ draw enough trails to reach a conclusion for an event with 10, 000 possibilities?

“The theory of probability is at bottom only common sense.”

“The most important questions of life are … really only problems of probability.”  

Pierre Simon de Laplace (1749-1827).

